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Abstract— Causal relationships are commonly examined in
manufacturing processes to support faults investigations, per-
form interventions, and make strategic decisions. Industry 4.0
has made available an increasing amount of data that enable
data-driven Causal Discovery (CD). Considering the growing
number of recently proposed CD methods, it is necessary to
introduce strict benchmarking procedures on publicly available
datasets since they represent the foundation for a fair compar-
ison and validation of different methods. This work introduces
two novel public datasets for CD in continuous manufacturing
processes. The first dataset employs the well-known Tennessee
Eastman simulator for fault detection and process control.
The second dataset is extracted from an ultra-processed food
manufacturing plant, and it includes a description of the plant,
as well as multiple ground truths. These datasets are used to
propose a benchmarking procedure based on different metrics
and evaluated on a wide selection of CD algorithms. This
work allows testing CD methods in realistic conditions enabling
the selection of the most suitable method for specific target
applications. The datasets are available at the following link:
[https://github.com/giovanniMen]

I. INTRODUCTION

The understanding of industrial processes is largely based
on finding cause-effect relationships among process vari-
ables and parameters, even though these relationships are
often informally estimated based on expert knowledge. In
the industrial context, there are numerous approaches to
investigate the cause-effect relationships at both operational
and managerial levels. Knowledge-based methods such as the
5Why or the Fishbone diagram [1] were extensively adopted
by manufacturer even if they are exposed to modeler’s bias.
Causal relationship are commonly used to understand the
cause of an error, make changes to the final product through
specific interventions or estimate the effect of new policies
on the market [2]. Consequently, with a knowledge-based
approach, the burden of finding causal relationships becomes
increasingly onerous for practitioners.

The advent of Industry 4.0 has made it possible to ac-
quire an increasing number of process parameters thanks to
the extended sensorization of the process supported by an
advanced communication, acquisition and data management
infrastructure. Thanks to this information, it is possible to
introduce data-driven approaches capable of identifying the
relationships between the variables of the entire plant [3].
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Over the last decade, the widespread adoption of deep
learning (DL) models had a significant impact on research
due to their ability to recognize complex patterns on large-
scale dataset. However, these architectures rely on mere
statistical associations between variables and thus usually
fail to describe the system’s underlying structure [4]. Causal
models extract the causal relationships between variables by
overcoming association with a structural hierarchy. The ad-
vantage of inferring causal rather than statistical models is in
expressing a deeper understanding of the system’s behaviors.
The Structural Causal Model (SCM) framework describes
causal models by combining intervention on distributions,
counterfactual thinking, graphical models and inference from
data [5]. SCM is not limited in recognizing patterns but
allows to reason about the underlying structure beyond
the observed correlation, such as simulating interventions
with do-calculus or assuming hypothetical changes in the
environments with counterfactuals [6]. Thus, several efforts
have been made to integrate associative methods within SCM
[7]. In particular, a common goal is to recognize the causal
relationships, also referred as Causal Discovery (CD), from
data and build a causal model from the observed system’s
behavior. This process has been facilitated by the graphical
representation of causal models and sharing data among
the research community [8]. Under specific assumptions
(described in section that are not straightforward to
satisfy, CD based on graphical models can reconstruct the
causal structure of the system without directly intervening on
the system [5]. Therefore, they enable CD from observational
data without performing randomized control tests.

As reported in a recent survey [2], there is an increasing
number of works using CD methods in manufacturing for:
management, root cause analysis, causality as a facilitator,
and conceptual work based on causal theory. The consid-
erable adoption of knowledge-based methods in manufac-
turing and the increased proposal of new data-driven CD
approaches mark an essential opportunity for manufacturing
research. This opportunity requires the urgent introduction
of benchmarking on public datasets, since they are crucial to
compare and validate such methods and they are essential to
facilitate CD research in industrial applications.

This work introduces CIPCaD-Bench, a Continuous In-
dustrial Process CAusal Discovery Benchmark. The bench-
mark is released with two novel datasets extracted from
manufacturing plants and a comparison protocol based on
different metrics. The metrics are based on both matrix and
graph format, for an objective assessment of CD methods’
performance. This work allows a comparison of CD methods



on real production data and it support the selection of the
most suitable algorithm depending on the specific industrial
application. Indeed, some characteristics (such as speed,
precision or robustness) of CD algorithms can be preferred
depending on the final application. To provide solid starting
foundation, we applied the proposed methodology to a wide
set of recent CD methods available in literature.
The contributions of this work are the following:

« Release of two public datasets specifically designed
for CD from continuous manufacturing plants: a novel
dataset from ultra-processes food manufacturing pro-
duction and an adaptation of the Tennesee Eastman
process simulator.

o A state of the art benchmark of causal discovery meth-
ods with multiple metrics that highlight algorithm’s
characteristics on the proposed datasets.

In section [l we describe the available framework and
datasets for CD and we better clarify the necessity of intro-
ducing public datasets covering the manufacturing processes
domain. In section we describe the CD methods and the
assumptions required to enable CD from observational data.
Section [IV] presents the proposed datasets together with the
metrics an benchmarking procedure. Finally, in section[V]and
we present and discuss the obtained results to highlight
the main differences among the considered CD algorithms.

II. RELATED WORK

A deep knowledge of the real system under investigation is
required to reconstruct its ground truth causal structure. This
is probably the main limiting factor to the diffusion of CD
datasets on real applications [9]. Most of the works are based
on simulated datasets where causal relationships are enforced
in the synthetic models used for data generation [9]. Despite
that, a limited number of benchmark datasets and challenges
have been proposed in the literature for CD in different
environments. A cause-effect challenge was released in 2013
for pairwise (i.e., only two variables) causal discovery [10].
The peculiarity of this dataset is the different distributions
that the cause and the effect have for each pair. In 2016,
the benchmark dataset CauseEffectPairs composed of 100
different cause-effect relationships from various real-world
domains was released [11]. The CauseMe dataset proposed
as challenge in 2019 is focused on multivariate time series
and includes some real-world examples on earth science
systems [12]. Lastly, in [9], a data generation procedure
is proposed for time series that can violate the underling
assumptions. The data generators allow to reproduce a large
set of behaviours on synthetic time series, allowing CD
benchmarking on data with specific characteristics. However,
we are not aware of any specific benchmark targeting con-
tinuous industrial processes.

In general, there is a trade-off between synthetic data
with reliable and reproducible ground truth and performance
exploration on real-world application. Although causality is
an intuitive concept for humans and can be associated with
many real case scenarios, reconstructing a reliable ground
truth remains highly complicated [12]. Especially in the

case of multiple variables, it requires that no other external
events are co-causing systems’ behaviors and all required
assumptions on data are satisfied. Synthetic datasets can
test the boundaries of CD methods, resulting in a more
precise comparison. However in a specific real context, some
cause may be more important than others. For example, the
implications of assigning an erroneous causal relationship
between two variables in a safety critical process (e.g.,
a process involving toxic or medical substances) may be
severe. Therefore, it is desirable to use a domain as close
as possible to the real one to evaluate the performance of
CD methods. For all these reasons, it is necessary to propose
benchmark datasets targeting the manufacturing domain. To
the best of our knowledge, no other dataset provides a full-
plant description and can be used for CD in continuous
manufacturing processes. Aware of this trade-off between
more reliable synthetic datasets and datasets closer to the
domain application we propose two contributions, one based
on a simulation that allows a more accurate comparison and
one acquired from a real plant to allow an evaluation in
realistic conditions.

Given the growing number of proposed CD algorithms and
related challenges, several CD frameworks have emerged.
DoWhy was firstly released in 2018 by Microsoft with a
focus on causal inference [13]. For the time-series domain,
the most comprehensive framework is Tigramite, proposed
by Runge in 2019 [12]. For pairwise or multivariate CD,
other four frameworks can be found in literature: Py-causal
[14], Causal-learn [15], CDT and g-castle [16], [17]. What
differentiates these frameworks is the selections of methods
included and the programming languages. Py-causal is a
Python wrapper around the Java-based Tetrad package, CDT
wraps in Python methods written in R and Java code. Causal-
learn is a recently released Python translation of the Tetrad
package, and G-castle is a Python framework focusing on
gradient-based methods. A small overlap exists between
the available methods implemented in these frameworks,
however, the main differences are other characteristics such
as parallelization, integration, documentation.

III. METHODS
A. Assumptions

In this section, we briefly describes the required assump-
tions to perform CD from data. As mentioned in section
[} to benchmark algorithm performance with different data
assumptions, we recommend using synthetic datasets. It
should be noted that with a strict interpretation, the the-
oretical assumptions for enabling CD, cannot be satisfied
for a complex real-world system. For a detailed discussion
on assumptions and their limitations, refer to [5], [4], [18].
A traditional way to discover causal relations is to use
interventions or randomized experiments, which is in many
cases too expensive, time-consuming, or even impossible
[19]. We focus our comparison on graph-based CD methods,
as they allow a graphical interpretation of the results, suitable
for application in analytical and decision-making industrial
processes. The following assumptions relate causal relations



to probability densities and enable CD from observational
data [3]:

o Causal Markov: For causally sufficient sets of vari-
ables, all variables are independent of their non-effects
conditional on their direct causes (from probability
independence to graph independence).

o Causal faithfulness: For a causally sufficient set of
variables V' in a population P, the population density
P(P(V)) is faithful to the causal graph over V for P
(from graph independence to probability independence).

These assumptions allow associating each graph to a unique
joint distribution and vice versa. Some algorithms also re-
quire causal sufficiency (i.e., exogenous variables are not
considered).

B. Causal discovery algorithms

Following [19], [20], [21], we can group causal discovery
algorithms in five categories:

1) Prediction based methods: These models use out-
come prediction to estimate the influence of the cause
variables under the aforementioned assumption. One of
the most representative methods in this class is Granger
causality [22].

2) Asymmetry methods: Asymmetry methods test which
nodes are more likely to be a cause or effect using
asymmetry in the distributions. These asymmetries can
be exploited in multiple ways. If some dependant noise
in added to one variable, if this variable is a cause
it will propagate to its effect variable. While if the
variable is an effect, the system does not report any
change to the cause variable.

3) Score methods: Score-based methods search over the
space of possible graphs trying to maximize a score
function that reflects the most suitable graph to fit the
data. This score is typically related to the likelihood
of the graph given the data. However, the number of
possible graphs is super-exponential to variables.

4) Gradient base methods: Are similar to score based
methods but they learn the causal structure as a
continuous optimization problem, based on a smooth
characterization of acyclicity [17].

5) Constraint methods: Constraint based methods use
independence and dependence constraints obtained
from statistical tests to narrow down the candidate
graphs that may have produced the data. They use
independence tests to remove possible false causal
relationships and orientation rules to create a subset
of potential causal graph structures.

C. Time series causal discovery

Reasoning on causal relations among variables that refer to
time series is generally easier than causal reasoning without
time as the temporal structure entails additional constraints
[5]. However, while performing CD on time series additional
requirements occurs. Causal discovery algorithms for time
series have to account for additional concerns such as sta-
tionarity, instantaneous causal effect, subsampling and time

delay between cause and effects [19]. In this work, we focus
on the independent and identically distributed (i.i.d.) setting
to provide a more understandable and unified comparison.
One of the two datasets provided, however, allows time series
CD as the temporal ground truth is provided.

D. Selected methods

In Table ] we list the algorithms considered for the
benchmark. The methods have been chosen including a
broad selection of approaches while maintaining a uniform
implementation. The goal is to analyse the CD’s perfor-
mance of the methods with various metrics and facilitate the
comparison with the benchmark. For this reason, we chose
methods available in Python that belong to the presented
categories. We excluded prediction-based methods because
they were restricted to pairwise analysis. Following, we
briefly describe the methods adopted in the comparison:

e ICA-LINGAM: It evolves from the LINGAM method
which uses the non-Gaussian structure of data to esti-
mate the causal directions of variables. The Indipendent
Component Analysis (ICA) method allows to improve
the computation and scalability compared to standard
LINGAM. It requires the same interpretation of the
assumptions of the LiINGAM algortim: no latent con-
founding variables, non-Gaussianity, faithfulness and
causal Markov. The algorithm return a Direct Acyclic
Graph (DAG).

o Direct-LINGAM: It guarantees to converge to a fixed
number of steps differently from the ICA-LiINGAM.
Similarly to the latter it requires the same strict models
assumptions and is hard to scale. For an in depth com-
parison between LINGAM, ICA-LiNGAM and Direct-
LiNGAM refer to [23]. The algorithm return a DAG.

o GES: Greedy Equivalent Search is one of the most used
score-based algorithms [24]; instead of exploring the
optimal DAG, it chooses a node and analyses possible
neighbors. Then, it keeps adding dependencies between
nodes until it reaches a maximum for each node. In
the second step, it removes dependencies and produces
an equivalence DAG (i.e., a set of possible causal
graphs). The output is a Partially Directed Acyclic
Graph (PDAG) that represent the Markov equivalence
class. The only assumptions is linearity in the data.

e PC: Peter Clark (PC) algorithm provides a search
architecture based on statistical procedures [25]. The
PC algorithm guarantees the convergence to the valid
Markov equivalence class. PC returns a DAG and as-
sumes causal sufficiency.

o FCI: Fast Causal Inference (FCI) algorithm has been
proposed as an evolution of PC to allow the presence
of unobserved variables and thus FCI does not assume
causal sufficiency [26]. It returns a maximal ancestral
graph (MAG) instead of a DAG that uses bidirectional
edges. Compared to PC, FCI optimizes speed and
assumption requirements.

o NOTEARS: NOTEARS is a method that aims to iden-
tify a DAG from the data that explains the residual vari-



Method Description Type From | Implementation
Direct-LINGAM | Linear Non-Gaussian Acyclic Model | Asymmetry 28] causal-learn
. Independent Component Analysis . o Cas
[CA-LINGAM Linear Non-Gaussian Acyclic Model Asymmetry | [29] gCastle
GES Greedy Equivalence Search Score [24] causal-learn
PC PeFe.rs Clgrk alghoritm on‘ Constraint [25] causal-learn
conditional independence tests
FCI Fast Causal Inference Constraint [26] causal-learn
NOTEARS A gradlent-based algorithm for Gradient 130] eCastle
linear data models
NoTears using neural network
NOTEARS-MLP modeling for non-linear Gradient [31] gCastle
causal relationships
GOLEM Efficient version of NOTEARS Gradient [32] gCastle
A reinforcement learning and .
CORL order-based algorithm Gradient [33] gCastle
Non-linear additive noise
MCSL data by learning the binary Gradient [34] gCastle
adjacency matrix

TABLE I
METHODS USED FOR COMPARISON IN THE CIPCAD-BENCH. FOR EACH
METHOD, THE TYPE AND FRAMEWORKS ARE REPORTED.

ance. Even if in practice it has been proved ineffective
for causal discovery as recently reported in [27], we
include this method as it was one of the most common
methods initially used.

e NOTEARS-MLP: NOTEARS-MLP extend the DAG
search alghoritm NOTEARS to non linear cases thanks
to a Multi-Layer Perceptron (a Neural Network with
more layers). However it suffers from the same problem
of NOTEARS which consists on being affected by the
different scales in the data. This may involve possible
causal interpretations of associative relationships. It
returns a DAG.

o« MCSL: It uses gradient-based optimization, by lever-
aging a smooth characterization of acyclicity and the
Gumbel-Softmax approach to approximate the binary
adjacency matrix super-graphs of the true causal graph.
It return a DAG under the same assumptions of
NOTEARS-MLP.

o GOLEM: It propose a likelihood-based structure learn-
ing with continuous unconstrained optimization. It
scales to a large number of variables and returns a DAG.

o CORL: Incorporates reinforcement learning (RL) into
the ordering based paradigm. A generated ordering can
be pruned by variable selection to obtain the causal
DAG. It assumes causal minimality and it returns a
DAG.

IV. DATASETS AND METRICS
A. Tennessee-Eastman dataset

Overview: The Tennessee Eastman (TE) Process is a
frequently used benchmark in chemical engineering research
[35]. It was firstly presented in 1992 by Downs and Vogel
in [36]. Over time it has undergone several elaborations to
fix the generative process, update the source code written
(initially in Fortran) or to adapt to specific domain problems
(e.g., fault detection, predictive monitoring, process control
and so on [37], [38], [39], [40], [41], [42]). This process
simulator is suitable for both process monitoring and root
cause identification research due to its ability to simulate
faults and the available description of the whole production

process. The plant consists of five main units: a two-phase
reactor, a condenser, a recycle compressor, a liquid-vapor
separator and a product stripper. The process involves 41
measured variables and 12 manipulated variables. The mea-
sured variables include heterogeneous measurements that can
be monitored continuously or sampled over a period of time,
such as: pressures, levels, temperatures, concentrations. The
sampling rate for all measured variables was set to 0.1 Hz.
The plant is represented in Figure [T} For in depth description
of the TE refer to [38].

X1 [ %
2> X25 Compressor:

Condenser

o ()] x22

jﬁ? o
ri-ry

Reactor

=2 o

Fig. 1. Structure of the TE production plant with corresponding variables
selected for causal discovery. The colors represent the different process
phases described in [43]

Preprocessing: We elaborate the data generated for the
normal steady state from [38]. The data is subsampled using
a median operator on a 3 minutes sliding window over a total
of 75 hours. As in [43], we selected a total of 33 variables
reported in Table [l They are divided in 22 consecutive
measurements (z1 — x22) and 11 manipulated variables
(223 — 233). We removed the variables with null variance.
An analysis of the distributions of the variables is given in
the supplementary materials.

Causal Structure: According to the plant structure, the
process is divided into five phases. Under the constraints
of mechanical knowledge, the causal structure can be de-
scribed as in [43]. Since TE dataset is constructed through
simulation, it is possible to generate a ground truth for each
variable. In the selected data, there are no automatically
generated faults, therefore, it was not possible to determine
the delay between the various cause-effect relationships. The
order of the variables in the submodules is defined from their
position in the productive process. The ground truth causal
structure is reported in Figure [2]

B. Ultra-processed Food dataset

Overview: Ultra-processed food (UF) companies are spe-
cialized in reducing natural raw material’s variations and pro-
vide customers products with more homogeneous character-
istics. The raw data are obtained from an industrial plant for



Name | Name in [38] | Description Unit
X1 XMEAS(1) A Feed (stream 1) kscmh
X2 XMEAS(2) D Feed (stream 2) kg/hr
X3 XMEAS(3) E Feed (stream 3) kg/hr
X4 XMEAS4) A and C Feed (stream 4) kscmh
X5 XMEAS(5) Recycle Flow (stream 8) kscmh
X6 XMEAS(6) Reactor Feed Rate (stream 6) kscmh
X7 XMEAS(7) Reactor Pressure kPa gauge

X8 XMEAS(8) Reactor Level %

X9 XMEAS(9) Reactor Temperature Deg C
X10 XMEAS(10) Purge Rate (stream 9) kscmh
X11 XMEAS(11) | Product Sep Temp Deg C

X12 | XMEAS(12)
X13 | XMEAS(13)
X14 | XMEAS(14)
X15 | XMEAS(15)

Product Sep Level %
Prod Sep Pressure kPa gauge
Prod Sep Underflow (stream 10) m3/hr
Stripper Level %

X16 XMEAS(16) | Stripper Pressure kPa gauge
X17 XMEAS(17) Stripper Underflow (stream 11) m3/hr
X18 XMEAS(18) Stripper Temperature Deg C
X19 XMEAS(19) Stripper Steam Flow kg/hr

X20 XMEAS(20) Compressor Work kW

X21 XMEAS(21) | Reactor Cooling Water Outlet Temp Deg C
X22 XMEAS(22) | Separator Cooling Water Outlet Temp Deg C
X23 XMV(1) D Feed Flow (stream 2) %
X24 XMV(2) E Feed Flow (stream 3) %
X25 XMV(3) A Feed Flow (stream 1) %
X26 XMV(4) A and C Feed Flow (stream 4) %
X27 XMV(5) Compressor Recycle Valve %
X28 XMV(6) Purge Valve (stream 9) %
X29 XMV(7) Separator Pot Liquid Flow (stream 10) %
X30 XMV(8) Stripper Liquid Product Flow (stream 11) %
X31 XMV(©9) Stripper Steam Valve %
X32 XMV (10) Reactor Cooling Water Flow %
X33 XMV(11) Condenser Cooling Water Flow %

TABLE II
TE VARIABLES DESCRIPTION USED FOR CAUSAL DISCOVERY. THE
HORIZONTAL LINE SEPARATE PROCESS VARIABLES (TOP) FROM
MANIPULATED VARIABLES (BOTTOM). REFER TO [38] FOR MORE
DETAILS.

ultra-processed food production. The sampling was carried
out every 5 minutes while the total production cycle takes
approximately 3 hours, from raw ingredients to final semi-
finished products. The extracted data represent approximately
80 days of production divided between a minimum of two
and a maximum of four days of continuous recording per
week. The process flow is shown in Figure [3] Differently
from the TE dataset, it is difficult to describe the process
because of: complex dynamics of real time production which
may be influenced by external causes, and for the confiden-
tiality restrictions imposed by companies to avoid disclosing
critical information on their production processes. Variables
2 — 14 belonging to 4 specific phases of the process and
influence the qualitative variable 17. Variables 15 and 16 are
external variables not controlled by the process which affect
the final product. It should also be noted that some variation
may be due to changes in raw materials, in production flow
(variable 1) or to possible reconfiguration between weeks.
However while the magnitude of effects may change between
weeks, the causal relationships are dictated by the plant and
process dynamics and are consistent (at the best of potential
un-cofounder and faults) throughout the production.
Preprocessing: We normalized and anonymized the
dataset. We selected 17 variables belonging to different
production machines. We applied a median operator on
a 30 minutes moving window to reduce the influence of
improbable values. Data are standardized using a robust

O

Fig. 2. Ground truth causal graph for TE dataset. The ground truth was
generated following the mechanical relationships of the plant as reported in
[43].
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Fig. 3. Description of the UF production flow. Variables are highlighted
with circles while the temporal delay (in number of instances) is reported for
each causal link. For example an intervention on variable X2 will have an
effect on variable X 17 with a delay between 32 and 48 temporal instances
(i.e., 160 and 240 minutes).

s

scaler that removes the median and scales the data according
to the quartile range. We removed the variables with null
variance. An analysis of the distributions of the variables is
given in the supplementary materials.

Causal Structure: Since the Ultra-processed Food (UF)
dataset is extracted from a running production, it is not
possible to trace all the relations of the plant due to un-
controlled events or uncertainties. However, it is possible to
establish an order between the machines and consequently
to set up a production flow. The UF dataset is particularly
suited to revealing false negatives (i.e., causal links that are
identified but violate the process flow). As for the causal
relationships between the parameters of the same machine, it



is not possible to establish with certainty the causal direction.
To compensate for this missing information, two ground
truths have been proposed. The difference between the two
causal models is in the relationships between the variables of
the same machine. The UF ground truth does not include all
the relationships belonging to the same machine, while the
Ultra processed Food with Internal Machine Dependencies
(UFIMD) fully connects each parameters of the same ma-
chine. The parameters belonging to different machines are
represented inside the same box in Figure [3] Consequently,
the false positives for the UFIMD ground truth will be
exceptionally reliable because each false positive represents
a violation of the process flow. UF ground truth instead,
considers the precision of the methods in identifying more
relevant causal relationships between the different machines.
Finally, a summary of the different features for TE and UF
dataset is reported in Table Overall, the datasets describe
a total of 223 causal relationships between variables with the
TE being lowest with 32 causal relationships while the UF
and the UFIMD entails 83 and 108 relationships respectively.

Features TE UF
Frequencies 3 min 5 min
N_Samples 1500 23132
N_Variables 33 17
Process Lenght | Unknown | 4 hours
Un-cofounders No Yes
Sufficiency Yes No
Outliers No Yes
TABLE III

PROPRIETIES FOR TENNESEE EASTMAN (TE) AND ULTRA-PROCESSED
FOOD CONTINUOUS PROCESS (UF) DATASETS.

C. Metrics

As reported in the introduction, to evaluate a causal model
different metrics can be used depending on the aim of
the final application. We provide several metrics for model

Name Acr Description Best | Worst
True positive TP Detected with correct direction +o0 0

. Neither in estimated
True negative TN +o0 0

nor in true graph
. Estimated but
False positive FP . 0 +o0
not present in the true graph
Missed true causation

False negative FN in the estimated graph 0 +o0

Reversed direction in the

Reverse R . 0 +o0
estimated graph

False discovery rate | FDR | Rate for false discovered 0 1
True positive rate TPR | Rate for true discovered 1 0
False positive rate FPR | Rate for false detection 0 +o0
Structural Hamming Number of operation (add/

Distance SHD remove/flips) for estimated graph 0 +oo

. Ratio of correct links

Precision PR with respect to FP 1 0
Recall RE Ratio of correct links detected 1 0
Undirected missing UM FN for undirected link 0 +o0
Undirected extra UE FP for undirected link 0 +o0
Fl-score F1 Is a measure of a test’s accuracy 1 0

TABLE IV
DESCRIPTION OF THE METRICS USED AS COMPARISON

evaluation summarized in Table The equations reported
in (T) define the following metrics:

FP
FDR:Z% (D
TR
FPR:MW
SHD =UFE+UM + R
TP
PR:TPT"'PFP
Crreerw
* *
Fl="rE+PrR

D. Comparison

Since the methods considered for the comparison have
different outputs and they are working under diverse as-
sumptions (see Section [[II-D), we must introduce some
approximations to obtain uniform and comparable results:

o We decompose each bidirectional edge into two edges
with opposite direction such as A ++ B = A « B,
A — B.

o Edges arising from un-cofounded variables (as in the
case of the FCI algorithm) were approximated as di-
rected edges.

o Non-directed edges are reported as missing edges since
the method cannot distinguish the correct causal direc-
tion.

We used graph-based and matrix-based metrics to allow a
complete evaluation of the methods, considering different
characteristics, from the control on false-positives to the
ability of estimating the edges directionality.

V. RESULTS

In Figure 4] we report the results of the experiments with
the metrics presented in on the TE, UF and UFIMD
datasets. In the results, we highlight the best results for
each dataset and for each metric. For ease of reading, we
highlight the results using a colormap. In Table [V] we report
the best method for each metric. This comparison supports
the discussion of what algorithms are the most rigorous or
explorative.

VI. DISCUSSION

One of the first aspects that emerge from the comparison
between the three datasets is related to the impact of the
number of causal relationships on the ground truth. This
difference is particularly evident when directly comparing
results obtained on UF and UFIMD datasets for the same
methods. From Figure [] it can be elaborated that the average
TPR for the UFIMD dataset (0.53) is more than twice the
average TPR of the UF dataset (0.20) clarifying that the
number of causal relationships in the ground truth affects



T (TE)
Method FDR TPR FPR SHD Precision Recall F1
GroundTruth 0 1 0 0 1 1 1
CORL 0,7812 0,0427 0,0687 176 0,2188 0,0427 0,0714
DirectLiNGAM 0,9062 0,0455 0,0628 89 0,0938 0,0455 0,0612
FCI 0,9375 0,1667 0,0581 37 0,0625 0,1667 0,0909
GES 0,875 0,198 0,0656 106 0,125 0,0396 0,0602
GOLEM 0,9062 0,0306 0,0674 120 0,0938 0,0306 0,0462
ICALINGAM 0,7812 0,0787 0,0569 100 0,2188 0,0787 0,1157
MCSL 0,9375 0,08 0,0596 53 0,0625 0,08 0,0702
NOTEARS 1 0 0,0612 35 0 0 0
NOTEARS-MLP 0,9375 0,0364 0,0634 82 0,0625 0,0364 0,046
PC 0,75 0,1695 0,0512 69 0,25 0,1356 0,1758
Ultra-processed Food (UF)
Method FDR TPR FPR SHD Precision __ Recall F1 Ce
GroundTruth 0 1 0 0 1 1 1 Best Score
CORL 0,9639 0.1 0,7547 94 0,0361 0.1 0,0531
DirectLiNGAM 0,9518 0,1481 0,7248 0,0482 0,1481 0,0727
FCI 0,988 0,1111 0,6457 4 0,012 0,1111 0,0217
GES 0,6867 0,3951 10,364 0,3133 0,321 0,3171
GOLEM 0,9157 0,2121 0,7379 90 0,0843 0,2121 0,1207 Worst Score
ICALINGAM 0,9518 0,2105 0,6752 89 0,0482 0,2105 0,0784
MCSL 0,9157 0,3333 0,962 102 0,0843 0,1228 0.1
NOTEARS 0,9759 02 0,6429 87 0,0241 0,2 0,043
NOTEARS-MLP 0,9518 0,087 0,8778 99 0,0482 0,087 0,062
PC 0,8434 0,2364 0,8642 95 0,1566 0,2364 0,1884
Ultra-processed Food with Internal Machine Dependecies (UFIMD)
Method FDR TPR FPR SHD Precision Recall F1
GroundTruth 0 1 0 0 1 1 1
CORL 0,8704 0,4667 0,886 97 0,1053 0,4667 0,1718
DirectLiNGAM 0,8981 0,4074 0, 99 0,0827 0,4074 0,1375
FCI 0,9815 0,2222 0,834 107 0,015 0,2222 0,0282
GES 0,5648 0,6543 11,09 74 0,3609 0,592 0,4486
GOLEM 0,8241 0,5758 0,8641 91 0,1429 0,575 0,2289
ICALINGAM 0,8796 0,6842 0,812 96 0,0977 0,684 0,1711
MCSL 0,7963 0,5965 10,886 97 0,1729 0,4035 0,2421
NOTEARS 0,9259 038 0,7937 100 0,0602 0,8 0,1119
NOTEARS-MLP 0,8241 0,413 0,9889 94 0,1429 0,413 0,2123
PC 0,7593 04727 10,123 94 0,1955 04727 0,2766

Fig. 4. Results of the comparison methods. The first line for each dataset report the score of the respective ground truth. Best scores for each metrics are
highlighted in bold. The color-scale indicate the intensity within each metrics for each dataset.

the absolute value of the TPR metric.The UF dataset and
even more the UFIMD provide a ground-truth with many
causal relationships, therefore, the number of missed de-
pendencies (false negatives) is comparable to the number
of false positives (i.e., finding a causal link that does not
exist). This is less convenient on the TE dataset that contains
few causal relationships with respect to the number of
variables, and presents large differences between FPR (in
average 0.06) and FDR (in average 0,88) metrics. From
these considerations it can be deduced that UF and UFIMD
datasets are more suited to investigate the precision metric,
because they enable the analysis of wrong predictions that
reverse the direction of the production flow. On the other
hand, the TE dataset is more suitable to evaluate the ability
of CD methods to limit the number of undetected causal
links (i.e., the recall metric). In causal discovery, a trade-

Metric TE UF UFIMD
FDR PC GES GES

TPR GES GES NOTEARS
FPR PC NOTEARS | NOTEARS
SHD NOTEARS | FCI GES
Precision | PC GES GES
Recall FCI GES NOTEARS
F1 PC GES GES

TABLE V

BEST METHOD BY METRICS AND DATASETS

off often occurs between setting CD method’s parameters to
find many causal relationships with lots of false positives
or fewer relationships with a high missing rate. Therefore,
we can state that no method is unquestionably better than

the others. The relative performance between algorithms
varies depending on the dataset considered. However, this
work provides an objective methodology to evaluate multiple
methods with different metrics and therefore choose the
leading solution for a specific application. In Table [V] we
report the best CD method for each metric considered on
the 3 different datasets; for example GES works very well
in finding many causal relations but has higher false positive
rates. ICA-Lingam and PC present low false negatives in
TE and UF; however, the latter fails to control the internal
machine dependencies showing a possible limitation of this
method in complex contexts. In the TE dataset FCI gives the
highest performance in terms of recall. In terms of reliability,
the best methods are PC and GES, which also present a high
recall and F1. To summarize, depending on the specific target
application, the following conclusions can be drawn:

o If detecting causal relationships when they are not
present in the real process is particularly harmful for
the application (as in the case of plant flow’s recon-
struction or inline interventions), the PC algorithm can
be considered the most suitable due to its high precision.

o If missing causal relationships is particularly harmful
(as in the case of features filtering or fault identifica-
tion), the use of FCI seems more suitable due to its
ability to control recall.

« Finally, if there is no particular propensity towards one
of the two types of error, the obtained results indicate
that GES and PC methods are the best algorithms.

The choice of the algorithm is subordinate to the assumptions
made on the data and is bounded to other features such as
cost of computation, facility of implementation, true positive



and false negative ratio, and presence of outlier.

VII. CONCLUSION

In this paper, we presented CIPCaD-Bench, a Continu-

ous

Industrial Process CAusal Discovery Benchmark. Two

datasets extracted from manufacturing continuous processes

are

relased. The datasets are available at the following

link: [https://github.com/giovanniMen]. We consider a wide
selection of algorithms and metrics for evaluation. In the
discussion we suggest a guideline for using the correct causal
discovery algorithm depending on the final application. As
future work, we plan to extend this research to time series CD
algorithms, since the UF dataset also gives temporal delay
between cause and effect.
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