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We explore the emergence and active control of optical bistability in a two-level atom near a
graphene sheet. Our theory incorporates self-interaction of the optically-driven atom and its coupling
to electromagnetic vacuum modes, both of which are sensitive to the electrically-tunable interband
transition threshold in graphene. We show that electro-optical bistability and hysteresis can manifest
in the intensity, spectrum, and quantum statistics of the light emitted by the atom, which undergoes
critical slow-down to steady-state. The optically-driven atom-graphene interaction constitutes a
platform for active control of driven atomic systems in quantum coherent control and atomic physics.

Coherent optical control of atomic systems enables fun-
damental explorations of quantum physics while promis-
ing disruptive applications in diverse fields, ranging from
information and communication technologies to optical
sensing and metrology [1]. In this context, nanophotonic
architectures that enhance atom-photon interactions of-
fer a robust and scalable platform upon which to develop
next-generation integrated photonic devices [2, 3]. Metal
nanostructures supporting plasmons—collective excita-
tions in the free electron plasma—have been widely ex-
plored as subwavelength light-focusing elements in hybrid
systems, where the combined broad spectral response of
a plasmonic resonator and the narrow linewidth of a few-
level quantum light emitter (e.g., a quantum dot) are pre-
dicted to enable phenomena such as nonlinear Fano ef-
fects [4, 5], optical bistability [6–8], optical hysteresis [9–
11], excitonic population transfer [12], and enhanced res-
onance fluorescence [13, 14]; a salient feature in these and
related studies are nonlinear dynamics emerging from the
self-interaction of the atomic transition dipole mediated
by plasmon resonances.

While plasmons in noble metals provide nanoscopic
light focusing, they suffer from large intrinsic Ohmic
loss and cannot easily be tuned in an active manner.
These limitations are partly alleviated in highly-doped
graphene, which hosts long-lived and actively-tunable
plasmon resonances that strongly concentrate light [15],
thus presenting new opportunities to control atom-light
interactions on the nanoscale [16–19]. Unfortunately,
graphene plasmons are limited by charge carrier doping,
with achievable Fermi levels EF . 1 eV restricting reso-
nances to the terahertz and infrared spectral range lying
well-below the operational frequencies of robust quantum
light sources [20, 21]. Nevertheless, the carbon monolayer
exhibits an impressive light-matter interaction associated
with optical excitation of electrons between conical va-
lence and conduction bands, giving rise to a broadband
2.3% light absorption at energies beyond the electrically-
tunable 2EF threshold [15, 22]. In the context of co-
herent optical control, recent experiments confirm that
optoelectronic tunability of the graphene interband re-

sponse can be harnessed to manipulate quantum light
emission [23, 24], also enabling fast dynamical control of
strong near-field interactions that produce & 1000-fold
enhancement in the decay rate of erbium emitters [25].
Considerable efforts have been made to control spon-

taneous emission dynamics of excited quantum light
emitters using the electrical tunability of graphene, yet
far fewer investigations have explored the consequences
of interfacing optically-driven atomic systems with an
actively-tunable nanophotonic environment [11, 18]. In
particular, changes in the local photonic density of states
experienced by an atom in the spectral neighborhood of
its transition frequency can impact both the optically-
induced self-interaction and mesoscopic quantum elec-
trodynamic phenomena that manifest from vacuum fluc-
tuations [26], such as the Purcell effect and Lamb shift
[16, 19]. The dynamics of a driven two-level atom ex-
periencing all the aforementioned phenomena is hitherto
unexplored, even in studies of atom-plasmon interactions.
In this letter, we theoretically explore the nonlinear

response of an optically-driven two-level atom near an
electrically-tunable graphene sheet that mediates opti-
cal and vacuum-induced light-matter interactions. We
focus on optical bistability that emerges from the feed-
back of the optically-induced atomic dipole produced by
the carbon monolayer, which we demonstrate can be har-
nessed to actively switch the hybrid system into different
metastable states. The interband transition threshold in
the graphene sheet simultaneously impacts the sponta-
neous emission rate (Purcell effect) and atomic transition
frequency (Lamb shift), leading to complex dynamics in
the response of the two-level system. Our findings mo-
tivate further studies of quantum electrodynamic effects
in atomic bistability, while offering a prescription for ac-
tive and in situ modification of quantum optical states in
optical lattices and integrated nanophotonic platforms.
We consider a generic two-level atomic system (e.g., an

atom or quantum dot) positioned at r = (x, y, z) above
a graphene sheet extended in the z = 0 plane and inter-
facing homogeneous dielectric media with permittivity εa
above and εb below, respectively, as depicted schemati-
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cally in Fig. 1a. The Hamiltonian of the two-level atom
(TLA) is expressed as

H = ~
2∑

j=1
εj |j〉 〈j|+ ~

ˆ ∞

0
dωω

ˆ

d3rf̂ †ω(r) · f̂ω(r)

− d̂ ·
[
E(r, ωL)e−iωLt +

ˆ ∞

0
dωÊR(r, ω) + h.c.

]
, (1)

where the first term is the Hamiltonian of the bare atom
comprised of states |j〉 with energies ~εj for j ∈ {1, 2},
the second term corresponds to the vacuum radiation
field, expressed in terms of bosonic field operators f̂ †ω (f̂ω)
that create (annihilate) photons, and the final term de-
scribes the atom coupling with the classical monochro-
matic field Eexte−iωLt+c.c. and quantized radiation field
operator ÊR through their projection on the dipole op-
erator d̂ [13, 18, 27].

The classical field is comprised of the external field,
its reflection by the graphene sheet, and the image field
produced by the TLA dipole in graphene, so that

E(r, ωL) = ε̃−1
{

[1 + rp(0, ωL)]Eext + ω2
Lµ0GωL(r, r) · 〈d̂〉

}
,

(2)
where

rp(Q,ω) = εbkb,z − εaka,z + ka,zkb,zσ/(ωε0)
εbka,z + εakb,z + ka,zkb,zσ/(ωε0) (3)

is the reflection coefficient for p-polarized light, expressed
in terms of the normal wave vector components km,z =√
εmω2/c2 −Q2 in mediumm ∈ {a,b}, the conserved in-

plane wave vectorQ, and the graphene surface conductiv-
ity σ; these quantities also enter the reflected part of the
Green’s tensor Gω(r, r′) that mediates the self-interaction
of the dipole 〈d̂〉, where 〈. . .〉 denotes the quantum me-
chanical average. Note that Eq. (2) assumes an external
field impinging normally to the graphene sheet, while the
prefactor ε̃−1 accounts for possible dielectric screening by
the internal structure of the atom relative to its host en-
vironment [9].

The quantum field operator of the inhomogeneous pho-
tonic environment can be expressed in terms of the clas-
sical Green’s function as [18, 28]

ÊR(r, ω) = i
√

~
πε0

ω2

c2

ˆ

d3r′
√

Im{χω(r′)}Gω(r, r′)·f̂ω(r′),
(4)

where χ is the susceptibility of the dielectric background.
Following the procedure described in the Supplementary
Information (SI), we trace over the photonic reservoir to
form a master equation for the density matrix ρ̂ that
governs the TLA dynamics in the interaction picture:

˙̂ρ =− i
~

[V + ~δω |2〉 〈2| , ρ̂]

+ Γ
2 (2 |1〉 〈2| ρ̂ |2〉 〈1| − |2〉 〈2| ρ̂− ρ̂ |2〉 〈2|), (5)

where

V = −
[
d ·E(r, ωL)e−iωLt + c.c.

](
|1〉 〈2| e−iεt + h.c.

)
(6)

is the atom-light interaction Hamiltonian,

Γ = Γ0 + 2µ0
~
ε2Im{d · Gε(r, r) · d} (7)

is the spontaneous emission rate, with Γ0 =
ε3|d|2/3πε0~c3 denoting the vacuum emission rate [29],
and

δω = µ0
π~
P
ˆ ∞

0
dωω2 d · Im{Gω(r0, r0)} · d

ε− ω (8)

quantifies the Lamb shift as a Cauchy principal value in-
tegral. In Eqs. (6)-(8), we have introduced the atomic
transition frequency ε ≡ ε2 − ε1 and transition dipole
moment d ≡ 〈1|d|2〉 = 〈2|d|1〉. Inserting the Hamilto-
nian of Eq. (1) into Eq. (5) and writing 〈d̂〉 = Tr{d̂ρ̂} =
dρ21 + c.c., we obtain the familiar equations of motion
for the density matrix elements ρjj′ = 〈j|ρ̂|j′〉 in the
rotating-wave approximation

∂ρ11
∂t

= Γρ22 + i(Ω∗ +G∗ρ̃12)ρ̃21 − i(Ω +Gρ̃21)ρ̃12

(9a)
∂ρ̃21
∂t

= (i∆− γ)ρ̃21 − i(Ω +Gρ̃21)(ρ22 − ρ11), (9b)

where ∆ ≡ ωL−ε+δω is the effective detuning parameter
(including the Lamb shift), ρ̃12 = (ρ̃21)∗ = ρ12e−iωt are
the coherence elements transformed to a frame oscillating
with the external field, Ω = (1 + rp)d · Eext/(ε̃~) is the
Rabi frequency, renormalized from its free space value
d · Eext/~, and G = ω2

Lµ0d · GωL(r, r) · d/(ε̃~) is a feed-
back parameter accounting for the TLA self-interaction
mediated by the graphene sheet. Neglecting retardation
and nonlocal effects, Gω(r, r) conveniently admits closed-
form expressions that we use here to describe the atom-
graphene interaction over a range of parameters (see SI
for details). Incidentally, the dephasing γ in Eqs. (9)
is phenomenologically generalized to include additional
possible decoherence channels, such that γ → Γ/2 when
relaxation occurs purely due to spontaneous emission.
The physics of Eqs. (9) has been extensively discussed

in the context of atom-plasmon interactions occurring
in optically-driven semiconductor quantum dot (SQD)-
metal nanoparticle (MNP) hybrid systems [6, 7, 9–11],
and we briefly summarize the role of the parameters here:
The TLA is driven at the effective Rabi frequency Ω, ac-
counting for the external field and its reflection from the
nanophotonic element (here the graphene sheet); mean-
while, the dipole induced in the TLA dρ̃21e−iωt + c.c.
produces a field that is reflected back on itself by the
graphene sheet, resulting in a renormalization of the tran-
sition frequency ∆→ ∆+Re{G}(ρ22 − ρ11) and dephas-
ing rate γ → γ + Im{G}(ρ22 − ρ11). The self-interaction
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FIG. 1. Optical bistability in an atom interfacing graphene. (a) Schematic illustration of a two-level atom (TLA) with
ground state |1〉 and excited state |2〉, placed at a distance z above an extended graphene sheet encapsulated in media with
dielectric permittivity εa above and εb below. (b) Self-interaction parameter G (left vertical axis) governing the dynamics of a
TLA with transition energy ~ε = 1.0 eV and vacuum decay rate Γ0 placed z = 12nm above a graphene sheet as the Fermi energy
EF is varied; the reflection coefficient rp for p-polarized light (right axis) enters both G and the effective Rabi frequency Ω. (c-e)
The steady-state TLA population difference Z = ρ22 − ρ11 is plotted in red curves corresponding to time-domain simulations
obtained by adiabatically sweeping (c) the external field intensity Iext at a distance z = 17nm, (d) the detuning ∆0 = ωL − ε
at z = 17nm, and (e) the Fermi energy EF at z = 12nm, and exhibit hysteresis indicated by the arrows; black dots correspond
to solutions of Eq. (10a). Unless explicitly varied, the results presented in (b-e) correspond to parameters εa = 1, εb = 1.6,
Iext = 104 W/m2, ~∆0 = 8µeV, and EF = 0.51 eV, while the TLA decay rate and transition dipole moment are Γ0 ≈ 0.38 ns−1

and d = 1 e·nm, respectively, and the broadening associated with inelastic scattering in graphene is ~τ−1 = 0.01 eV.

term G thus endows the TLA response with an addi-
tional nonlinearity determined by geometric considera-
tions (e.g., the separation distance) and the intrinsic op-
tical properties of the nanophotonic environment, which
are difficult to tune actively in SQD-MNP hybrids. The
Lamb shift and Purcell enhancement introduce further
sensitivity to changes in the local photonic density of
states, but are often neglected in theoretical works de-
scribing similar systems. Here, through minor changes
to the Fermi energy EF, the graphene sheet enables elec-
trical modulation of the parameter G, which mediates
the driven TLA self-interaction and quantum electrody-
namic effects, also (to a lesser extent) modifying the ef-
fective Rabi frequency Ω, in the spectral neighborhood
of the 2EF interband transition, as shown in Fig. 1b for
a dipole oriented parallel to the graphene sheet.

Under steady-state conditions ˙̂ρ = 0, Eqs. (9) can be
expressed as

4γ
Γ |Ω|

2 = −Z + 1
Z

[
(∆− Re{G}Z)2 + (γ − Im{G}Z)2

]
,

(10a)

ρ̃21 = ΩZ
(∆− Re{G}Z) + i(γ − Im{G}Z) , (10b)

where Z ≡ ρ22 − ρ11 is the TLA population difference.
The steady-state solution of the driven TLA is thus deter-
mined by Eq. (10a), a third-order polynomial in Z that
admits up to three real solutions. More specifically, the
nonlinearity introduced by the self-interaction or feed-
back parameter G can render the TLA bistable when
three real distinct solutions can be realized, such that
the system admits two stable solutions and one unstable
solution.

External control over optical bistability is explored in
Fig. 1(c-e), where steady-state solutions from Eq. (10a)
are plotted as black dots and superimposed red curves
indicate direct time-domain solutions of Eqs. (9) in the
steady state while adiabatically sweeping the impinging
light intensity in Fig. 1(c), spectral detuning in Fig. 1(d),
and graphene Fermi energy EF in Fig. 1(e). Importantly,
time-domain solutions reveal hysteresis loops that are
sensitive to the direction of change in the various ex-
ternal parameters considered, and thus access different
bistable regimes of the TLA population. As the con-
trol parameters are varied, pairs of steady state solutions
appear or disappear at fold bifurcation points, around
which small variations in the control parameter can dra-
matically change the population difference, such that the
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c)a) b)

FIG. 2. Regimes of optical bistability. (a) Regions of bistability indicated by the discriminant of the third order polynomial
governing the steady state of the two-level atom (TLA) for various impinging light intensities Iext as a function of the probe
detuning ∆0 and distance z between the TLA and graphene sheet. (b) Same as in panel (a) but sweeping the Fermi energy EF
at fixed detuning. (c) Normalized average radiation power as a function of EF for z = 12nm, corresponding to the horizontal
dashed line in panel (b). TLA and graphene parameters are the same as those in Fig. 1 unless otherwise specified.

bifurcations can be deemed “catastrophic” [30, 31]. Qual-
itatively similar optical bistability and hysteresis loops
have been observed in experimental studies of dilute Ry-
dberg gases when varying the intensity or frequency of
the impinging laser field [32], while the graphene-atom
system enables in situ reversible optoelectronic tuning of
the TLA state by varying the Fermi energy in graphene,
in qualitative agreement with predictions for a driven
TLA near an tunable indium tin oxide film [11].

Optoelectronic bistability in the TLA-graphene system
is associated with a positive discriminant of the third-
order polynomial in Eq. (10a), which we map over the
TLA-graphene separation z at several impinging light in-
tensities in Figs. 2(a,b) while varying detuning and Fermi
energy, respectively. In the former situation, the light in-
tensity primarily shifts the spectral window where bista-
bility emerges, while in the latter case the intensity af-
fects the range of separations. Linear stability analy-
sis (see SI for details) reveals that the stability of the
steady-state solutions in Figs. 2(a,b) are indeed com-
prised of two stable solutions and one unstable solution.
The bistable state of the coupled TLA-graphene system
can be observed in the total normalized radiation power
from the TLA, obtained by integrating the dipole radi-
ation pattern over all angles [29], and presented in Fig.
2(c) at a separation distance of z = 12nm and detuning
~∆0 = 8µeV corresponding to the horizontal dashed line
in Fig. 2(b). Notably, by tuning EF in graphene, the
radiation power can achieve a ten-fold enhancement for
the parameters under consideration, while the hysteresis
behavior presents a clear signature of atomic bistability.

Atomic bistability also manifests in the spectrum of the
fluorescent light emitted from the TLA, obtained from
the first-order correlation function of the emitted field
[33]. Typically, for weak excitation, incident and fluores-
cent light frequencies coincide, and the incoherent spec-
trum forms a single Rayleigh peak; under strong excita-
tion, the TLA spectrum exhibits a large central peak and
two sidebands—the so-called Mollow triplet [34]. As the

upper and lower TLA population branches are accessed
by tuning the Fermi energy in Fig. 3(a), the fluorescence
spectrum in the right panel of Fig. 3(b) exhibits a bistable
response, with states distinguished by variations span-
ning a single Rayleigh peak to the Mollow triplet at the
indicated points. Note that for an isolated atom, side-
bands split continuously from the Rayleigh peak as the
incident field intensity increases, in a manner roughly
equivalent to a second-order phase transition [35, 36].
In contrast, the discontinuous change in the fluorescence
spectrum exhibited by the TLA-graphene system when
tuning EF (e.g., between regions I and II or III and IV)
is reminiscent of first-order phase transitions in a system
at thermal equilibrium.
The second-order correlation function g(2)(τ) associ-

ated with the emitted light at the selected points is pre-
sented in the left panel of Fig. 3(b), presenting antibunch-
ing for vanishing time delay τ = 0 while approaching
unity as τ → ∞ [14, 33], either monotonically evolving
or rapidly oscillating between these limits depending on
the region of bistability. Analogous to the resonance fluo-
rescence spectrum, the transient statistics of the emitted
light can be abruptly modified by traversing the hystere-
sis curve (e.g., from region III to IV).
The characteristic timescale τs on which a TLA in a

bistable state can be brought from one stable branch to
another is an important metric for optical switching ap-
plications [8, 37], and has been exploited to herald phase
transitions in dilute Rydberg ensembles [32]. While ap-
proaching a bifurcation point (see vertical arrows in Fig.
1), the system becomes increasingly slow at recovering
from perturbations [30]. The slow-down of a bistable de-
vice at such critical points limits its response time but
does not severely inhibit functionality, since the phase
boundary parameter (in this case EF) can be brought to
larger values, taking advantage of the power law scaling
of critical slow-down [38]. Regions of critical slow-down
are revealed by analyzing the Jacobian characterizing the
perturbed system in a linear stability analysis: when the
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FIG. 3. Signatures of optical bistability in resonance
fluorescence and antibunching. (a) Steady-state solu-
tions of the TLA population difference Z obtained from Eq.
(10a) are plotted as a function of the graphene Fermi energy
EF when the TLA is z = 12nm above the graphene sheet and
driven at a frequency corresponding to ∆ = 8µeV with a field
of intensity Iext = 104 W/m2. (b) The second-order correla-
tion function g(2)(τ) (left panel) and resonance fluorescence
spectra (right panel) are presented as functions of delay time
τ and detuning ω − ωL, respectively, for system parameters
indicated by the color-coordinated points I-IV in panel (a).

Jacobian eigenvalues are all negative, the system is con-
sidered stable against small perturbations, and otherwise
is exponentially unstable [39]. In Fig. 4(a) we present the
maximum real part of these eigenvalues as a function of
EF. The system exhibits critical slow-down when the
maximum eigenvalue changes sign, which occurs at two
regions in Fig. 4(a), namely at the border of the upper
branch and moving from the lower to upper branch.

When tuning a control parameter (e.g., Fermi energy,
intensity, or detuning) to trigger a transition from the
lower to upper stable branch along the hysteresis curve,
i.e., from point IV to I in Fig. 3, critical slow-down occurs
at II. The critical slow-down is characterized by a power
law in the control parameter, e.g., τs ∝ |EF − Ec

F|−α,
where τs is defined here as the time until maximum pop-
ulation inversion is reached (as indicated in the SI) [37],
Ec

F is the critical Fermi energy, and α is the critical ex-
ponent. In Fig. 4c, we plot τs as as EF is tuned for
various TLA separation distances z. Interestingly, the
critical exponents α are independent of z, as is also the
case for other control parameters (not shown here), in-

dicating that the critical exponent α ≈ 0.5 character-
izing the bistable transition is universal; these findings
are corroborated by reports of cooperative interactions
among quantum emitters, e.g., in a theoretical study
of an optically-driven TLA coupled with a plasmonic
nanoparticle [37], or in measurements of a dilute Ryd-
berg gas ensemble [32]. Note that, while we have defined
τs as the maximum of Z in a transient regime, the true
power law—obtained precisely at the critical point—is
expected to exhibit small quantitative deviations.
In summary, we propose to harness the interband tran-

sition threshold in graphene to achieve electro-optical
control of atomic bistability. Here, optical bistability
emerges from the self-interaction of the atomic transi-
tion dipole in the presence of the graphene sheet, which
also influences the Purcell effect and Lamb shift, leading
to a rich interplay between the driven optical nonlinear-
ity and quantum electrodynamic response as the Fermi
energy is modulated. We show that the bistability and
hysteresis behavior resulting from the atom-graphene in-
teraction can be observed in the light scattered by the
atom, specifically in the radiated power, resonance fluo-
rescence spectrum, and photon statistics. In particular,
electrical tuning of the graphene sheet can trigger crit-
ical slow-down of the steady-state approach in the two-
level atom dynamics, which is heralded in the scattering
spectrum by a discontinuous quench of the sidebands or
Rayleigh peak in the Mollow triplet when traversing hys-
teresis loops. The scheme presented here to electrically
tune the optically-driven atom-graphene interaction can
be used to coherently control quantum states for explo-
rations in atomic physics (e.g., combined with optical lat-
tices), and constitutes a versatile platform for quantum
nano-optics.
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We review the formalism describing a two-level atom driven by a classical optical field and in-
teracting with electromagnetic vacuum fluctuations mediated by an arbitrary nanophotonic geom-
etry. We then introduce the Green’s tensor characterizing the interaction of a point dipole with an
isotropic 2D material, which admits closed-form expressions in the quasistatic approximation that
are used to compute the Lamb shift and spontaneous emission rate enhancement of an emitter near
a graphene sheet. Subsequently, we present the prescription to quantify and assess the stability of
steady state solutions to the optical Bloch equations, and outline the procedures used to compute
the resonance fluorescence spectrum and second-order correlation function of the two-level system
driven by a monochromatic classical field in a nanophotonic environment. Finally, we discuss the
convention used to assess critical slow-down of the bistable system and determine the associated
critical exponent.
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S1. MASTER EQUATION FORMALISM

It is instructive to revisit the quintessential quantum optics problem of a two-level atom (TLA) driven by a classical
electromagnetic field and coupling with electromagnetic vacuum fluctuations: The TLA itself is characterized by the
Hamiltonian

HA = ~
2∑

j=1
εj |j〉 〈j| , (S1)

where ~εj are the energies associated with the stationary states |j〉 forming a complete basis for j ∈ {1, 2}; the
interaction of the atom with a classical monochromatic field E(r, ωL)e−iωLt + c.c. is governed by

HAL = −d ·
[
E(r, ωL)e−iωLt + c.c.

]
(|1〉 〈2|+ |2〉 〈1|), (S2)
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where r = (x, y, z) is the position of the TLA and d ≡ 〈1|d̂|2〉 = 〈2|d̂|1〉 is the transition matrix element of the dipole
operator d̂; fluctuations in the vacuum electromagnetic reservoir are described by the Hamiltonian

HR = ~
ˆ ∞

0
dωω

ˆ

d3rf̂ †ω(r) · f̂ω(r), (S3)

where f̂ † (f̂) are bosonic field creation (annihilation) operators; finally, the Hamiltonian governing the interaction of
the atom with the reservoir is

HAR = −
ˆ ∞

0
dωd ·

[
ÊR(r, ω) + h.c.

]
(|1〉 〈2|+ |2〉 〈1|), (S4)

where

ÊR(r, ω) = i
√

~
πε0

ω2

c2

ˆ

d3r′
√

Im{χω(r′)}Gω(r, r′) · f̂ω(r′) (S5)

is the electromagnetic field associated with vacuum fluctuations, constructed from the dielectric susceptibility χω
and the classical electromagnetic Green’s dyadic Gω [1, 2]. Identifying the bare (HA and HR) and interaction (HAL
and HAR) terms of the total Hamiltonian, we may transform a generic operator A in the Schrödinger picture to the
interaction picture as A → ei(HA+HR)t/~Ae−i(HA+HR)t/~.

Here we are interested in the evolution of the atomic system characterized by only two states, while the photonic
reservoir spans infinite degrees of freedom. We may thus define a “joint” density matrix operator ρSR, where the
subscripts S and R indicate states of the atomic system and photonic reservoir, respectively; in the absence of any
interaction between the system and the reservoir (i.e., taking VAR → 0), the joint density matrix operator can be
factorized as ρSR(t) = ρS(t)⊗ρR(t0), where t0 is a time at which the reservoir is in equilibrium. If the system-reservoir
interaction is weak, so that any associated changes to the reservoir are negligibly small, we can write

ρSR(t) = ρS(t)⊗ ρR(t0) + δρ(t), (S6)

where δρ(t) is a fluctuation due to the system-reservoir interaction. In this formalism, the dynamics of the atomic
system are governed by the reduced density matrix operator ρS ≡ TrR{ρSR}, obtained by tracing over the reservoir
degrees of freedom to ensure that TrR{δρ(t)} = 0.

In the interaction representation, the density matrix equation of motion is

∂ρSR
∂t

= − i
~

[VAL + VAR, ρSR], (S7)

where the Hamiltonian terms

VAL = −
[
d ·E(r, ωL)e−iωLt + c.c.

](
|1〉 〈2| e−iεt + h.c.

)
(S8)

and

VAR = −
√

~
πε0

ˆ ∞

0
dω
ω2

c2

ˆ

d3r
[
i
√

Im{χω(r)}d · Gω(r, r′) · f̂ω(r′)e−iωt + h.c.
](
|1〉 〈2| e−iεt + h.c.

)
, (S9)

obtained by transforming Eqs. (S2) and (S4) to the interaction picture, govern the atom-light and atom-reservoir
interaction, respectively, and are expressed in terms of the TLA transition frequency ε ≡ ε2 − ε1. By formally
integrating Eq. (S7), we obtain

ρSR(t) = ρSR(0)− i
~

ˆ t

0
dt′[VAL(t′) + VAR(t′), ρSR(t′)], (S10)

where t = 0 designates the time at which the interaction VAR “starts”. Inserting the solution Eq. (S10) into Eq. (S7)
and tracing over reservoir states thus leads to

∂ρS
∂t

= − i
~

[VAL, ρS]− 1
~2 TrR

{
ˆ t

0
dt′[VAR(t), [VAR(t′), ρSR(t′)]]

}
, (S11)

where the terms of linear order in VAR vanish in the trace since
〈

f̂
〉

=
〈

f̂ †
〉

= 0. In the framework of Markovian
dynamics, the second term in Eq. (S11) can be evaluated by assuming that the density matrix is independent of
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its history, i.e., ρ(t′) ≈ ρ(t), and that the integrand decays quickly enough towards zero that the upper integration
boundary can be extended towards infinity; in the frequency domain, the Markov condition is valid when the spectral
variation of the photonic reservoir is negligible on frequency scales ∼ Γ0. In performing the trace over reservoir states,
we assume that the reservoir is in a thermal equilibrium such that

〈
f̂ †ω(r)f̂ω′(r′)

〉
= N(ω)δ(r − r′)δ(ω − ω′) [3, 4],

where N(ω) =
(
e~ω/kBT − 1

)−1 is the Bose-Einstein distribution, and other permutations are readily obtained from
the commutation relation

[
f̂ω(r), f̂ †ω′(r′)

]
= δ(r − r′)δ(ω − ω′). Then, simplifying the notation by replacing ρS → ρ,

we obtain the master equation for the density matrix
∂ρ

∂t
= − i

~
[VAL + ~δω |2〉 〈2| , ρ] + Γ

2 (2 |1〉 〈2| ρ |2〉 〈1| − |2〉 〈2| ρ− ρ |2〉 〈2|), (S12)

where

δω = µ0
π~
P
ˆ ∞

0
dω

ω2

ε− ω Im{d · Gω(r, r) · d} (S13)

denotes the Lamb shift as a principle value integral and

Γ = 2µ0
~
ε2Im{d · Gε(r, r) · d} (S14)

is the spontaneous emission rate of the TLA. The integral of Eq. (S13) diverges due to the free-space part of the Green’s
function; while the divergence can be dealt with using a renormalization, we adopt the common approach of assuming
that the free-space contribution of the Green’s function is already incorporated in the atomic transition frequency ε.
Then, only the reflected part of the Green’s function Gref

ω contributes to Eq. (S13), which can be approximated using
the Kramer-Kronigs relations as

δω = −µ0
~
ε2Re

{
d · Gref

ε (r, r) · d
}
. (S15)

The above approximation assumes that only frequencies near the transition frequency ε contribute to the Lamb shift
[5], and is shown in Fig. S2A to describe the same behavior as Eq. (S13) for electrically-tuned graphene.

S2. ELECTRODYNAMICS OF A DIPOLE INTERACTING WITH A GRAPHENE SHEET

We consider a point dipole with moment d located at a point r′ = (x′, y′, z′) near an interface defined in the (x, y, z0)
plane that is characterized by Fresnel reflection coefficients rs and rp for s- and p-polarized fields, respectively. The
field produced by the dipole is then given from

E(r, ω) = µω2
[
G(0)
ω (r, r′) + Gref

ω (r, r′)
]
· d, (S16)

where G(0)
ω and Gref

ω are the bare and reflected parts of the electromagnetic Green’s tensor. Following Refs. [6] and
[7], the reflected part of the Green’s tensor at the dipole location (i.e., for r = r′) is expressed as

Gref
ω = i

8πk2
a

ˆ ∞

0
dk‖k‖

ei2ka,zz

ka,z



k2

ars(k‖)− k2
a,zrp(k‖) 0 0

0 k2
ars(k‖)− k2

a,zrp(k‖) 0
0 0 2k2

‖rp(k‖)


 , (S17)

where km,z =
√
εm(ω2/c2)− k2

‖ + i0+ denotes the normal component of the wave vector km in a medium with relative

permittivity εm and k‖ =
√
k2
x + k2

y is the conserved in-plane component, while m = a indicates the medium above
the interface. Note that the result of Eq. (S17) is obtained by assuming that the reflection coefficients are isotropic in
the plane of the interface. For a two-dimensional (2D) material characterized by an isotropic optical 2D conductivity
σ(k‖, ω), the reflection coefficients associated with impinging s- and p-polarized fields are [8]

rs =
ka,z − kb,z − µ0ωσ(k‖, ω)
ka,z + kb,z + µ0ωσ(k‖, ω) (S18a)

rp =
εbka,z − εakb,z + ka,zkb,zσ(k‖, ω)/(ωε0)
εbka,z + εakb,z + ka,zkb,zσ(k‖, ω)/(ωε0) , (S18b)
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where m = a and m = b indicate media directly above and below the 2D material, respectively.
To simplify the integration in Eq. (S17), we assume that the dipole is sufficiently close to the 2D material so that

retardation effects can be safely neglected, which amounts to writing

lim
c→∞

km,z = i
√
k2
x + k2

y ≡ iQ. (S19)

Eq. (S17) then becomes

Gref
ω = 1

8πk2
a

ˆ ∞

0
dQe−2Qz



k2

ars(Q) +Q2rp(Q) 0 0
0 k2

ars(Q) +Q2rp(Q) 0
0 0 2Q2rp(Q)


 , (S20)

where the reflection coefficients of Eq. (S18) are now

rs ≈ −
µ0ωσ(Q,ω)

µ0ωσ(Q,ω) + 2iQ (S21a)

rp ≈
(εb − εa)ε0ω + iQσ(Q,ω)
(εb + εa)ε0ω + iQσ(Q,ω) . (S21b)

We remark that the quasistatic approximation employed here has been found to be well-justified for the dipole-
graphene separation distances considered in this work, as reported in Ref. [9].

To further simplify calculations, we may neglect nonlocal effects in the 2D conductivity by replacing σ(Q,ω) →
σ(ω) ≡ limQ→0 σ(Q,ω), where the local conductivity σ(ω) is independent of the in-plane wave vector Q, so that Eq.
(S20) admits the closed-form expressions

Gref
ω,‖ = ζ

8π e−2ζzE1(−2ζz) + 1
2G

ref
ω,⊥ (S22a)

and

Gref
ω,⊥ = c2

4πεaω2

{
2iεaε0ω
σ(ω)

[
1

4z2 + η

2z + η2e−2ηzE1(−2ηz)
]

+ 1
4z3

}
(S22b)

for dipoles oriented parallel and perpendicular to the 2D sheet, respectively, where the parameters ζ ≡ iµ0ωσ(ω)/2
and η ≡ i(εa +εb)ε0ω/σ(ω) are introduced to simplify the notation and E1(z) =

´∞
z
dte−t/t is the exponential integral

for a complex argument z.

A. Optical response of graphene

Turning to the specific case of graphene, the conductivity is obtained from the well-known expression [9]

σ(k‖, ω) =
−iω(1 + i/ωτ)χ(k‖, ω + i/τ)

1 + (i/ωτ)χ(k‖, ω + i/τ)/χ(k‖, 0) , (S23)

where inelastic scattering at a phenomenological rate τ−1 is introduced following the prescription of Mermin to
conserve electron population [10], and the linear response function χ(k‖, ω) is obtained in the zero-temperature limit
of the random-phase approximation (RPA) as [9]

χ(k‖, ω) = e2

4π~





8kF
vFk2
‖

+ G(−∆−)Θ(−Re{∆−} − 1) + [G(∆−) + iπ]Θ(Re{∆−}+ 1)−G(∆+)√
ω2 − v2

Fk
2
‖



, (S24)

with G(z) = z
√
z2 − 1− log(z+

√
z2 − 1) and ∆± = (ω/vF± 2kF)/k‖, while the imaginary part of the logarithm is in

the (−π, π] range and the square roots are chosen to yield positive real parts. In the limit of k‖ → 0, the local RPA
conductivity of graphene is

σ(ω) = e2

π~2
iEF

ω + iτ−1 + e2

4~

[
1 + i

π
log
(
ω + iτ−1 − 2EF/~
ω + iτ−1 + 2EF/~

)]
. (S25)
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FIG. S1. Purcell factor and Lamb shift. The emission rate Γ of a dipole near a graphene sheet is presented as a function of
(a) the transition energy ~ε and (b) the graphene Fermi energy EF for the various graphene-dipole separations z indicated in
the legend of (a), where solid and dotted curves correspond to local and nonlocal graphene conductivity models, respectively;
the analogous Lamb shift δω is presented in panels (c) and (d). The Purcell factor and Lamb shift are normalized to the
vacuum spontaneous emission rate Γ0 = 0.38 ns−1, and we consider EF = 0.51 eV in panels (a,c) and ~ε = 1 eV in panels (b,d).

In Fig. S2A, we present the spontaneous emission rate of Eq. (S14) and the Lamb shift of Eq. (S15) for a dipole
placed at various distances z from a graphene sheet, where calculations obtained in the local limit of the RPA, i.e.,
from Eqs. (S22a) and (S25) (solid curves), are contrasted with those incorporating nonlocal effects in the conductivity
by combining Eqs. (S17) and Eq. (S23) (dotted curves). Results for the Purcell factor Γ/Γ0 in Fig. S2A(a,b) are
in quantitative agreement with those presented in Ref. [9], where nonlocal effects mainly soften the sharp features
associated with the interband transition threshold near ~ω = 2EF; similar smoothing due to nonlocal effects manifests
in the Lamb shift δω/Γ0 presented in Fig. S2A(c,d), which also closely resembles analogous results presented in
Ref. [11] obtained by directly evaluating the principle value integral of Eq. (S13). To explore the validity of the
approximation in Eq. (S15), we compare the Lamb shifts predicted by Eqs. (S13) and (S15) in Fig. S2A when adopting
either local (solid curves) or nonlocal (dotted curves) conductivities. The main difference between the approximate
and exact Lamb shift calculation amounts to a constant ∼ 35µeV offset at z = 12 nm that is independent of Fermi
energy. The discrepancy is presumably a result of the Dirac approximation of linearized electronic dispersion employed
to treat the optical response of graphene, which leads to constant interband absorption at high frequencies, up to the
ω → ∞ contour on which the Green’s function is assumed to vanish in Eq. (S13). However, because a true optical
response function would indeed vanish in the limit of infinite frequency, it is reasonable to expect that the rotating
wave approximation used to obtain Eq. (S15) actually provides a more realistic estimate of the Lamb shift when the
optical response of graphene is described by conical electronic bands. We further point out that any constant energy
offset between the models can be absorbed in the vacuum Lamb shift, which is already assumed to enter the TLA
transition frequency ε.

We additionally remark that the results of Fig. S2A indicate that the spectral variation of the Green’s function
describing the photonic reservoir occurs on energy scales ∼ ~τ−1, i.e., the inelastic scattering linewidth of graphene
entering the 2D conductivity. Thus, the Markov approximation invoked in the master equation formalism of the
previous section is reasonable when the intrinsic decay rate of the TLA satisfies Γ0 � τ−1. In particular, realistic
incoherent electron scattering rates for graphene are on the order of & 1meV, while broadening associated with finite
temperature effects occurs on the order of kBT ≈25meV at room temperature. If we conservatively define a non-
dispersive reservoir as varying < 10% on an energy scale of the TLA linewidth, the TLA dynamics are Markovian
when Γ0 ≤ kBT/100 ∼ 250µeV, while contributions from inelastic electron scattering and nonlocal effects will further
increase the threshold value. In the main text, we consider intrinsic atomic linewidths ~Γ0 on the order of µeV,
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integral, red curves) is contrasted with that predicted by the approximation of Eq. (S15) (Re{G}, blue curves), where the latter
result is offset by 35µeV.

so that the approximation is well-justified; a two-level system with a larger transition dipole moment may however
trigger non-Markovian dynamics, e.g., non-Lorentzian resonances, as previously reported in the radiation dynamics
of photonic crystals [12].

S3. OPTICAL BISTABILITY IN A TWO-LEVEL ATOM

The steady-state solution of the density matrix equations of motion describing a self-interacting optically-driven
two-level atom are presented in the main text in terms of the population difference Z ≡ ρ22−ρ11 and (slowly-varying)
coherence ρ̃21 as

4γ
Γ |Ω|

2 = −Z + 1
Z

[
(∆− Re{G}Z)2 + (γ − Im{G}Z)2

]
, (S26a)

ρ̃21 = ZΩ
(∆− Re{G}Z) + i(γ − Im{G}Z) , (S26b)

where Ω is the Rabi frequency, G characterizes the self-interaction, and ∆ is the detuning, while Γ and γ denote the
population decay and dephasing, respectively. Note that for G 6= 0, Eq. (S26a) is a third-order polynomial in Z that
admits up to three real solutions. When such three real distinct solutions can be realized, the two-level atom is in a
bistability regime that admits two stable solutions and one unstable solution.

The regions of bistability can be identified by examining the discriminant of the third-order polynomial in Eq.
(S26a), which is elucidated by writing it in the form

Ax = (x+ 1)
(
x2 +Bx+ C

)
, (S27)

where A = −4γ|Ω|2/(Γ|G|2), B = −2 (∆Re{G}+ γIm{G}) /|G|2, and C = (∆2 + γ2)/|G|2; the discriminant of the
polynomial has the form [13]

D = −4p3 − 27q2, (S28)

where p = B + C − A − (1 + B)2/3 and q = C + 2(1 + B)3/27 − (1 + B)(B + C − A)/3. Now, when D = 0, Eq.
(S26a) has multiple real roots, while if D < 0 and the polynomial has only real coefficients (as in this case), Eq.
(S26a) has two non-real complex conjugate roots. Finally, a positive discriminant D > 0 with real-valued coefficients
indicates that Eq. (S26a) has three real distinct roots. In the main text we compute the discriminant given in Eq.
(S28) over a range of parameters to check when there are three steady states, two of which will be stable and one
unstable according to linear stability analysis.
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S4. LINEAR STABILITY ANALYSIS

To assess the stability of the steady state solutions, we consider a small perturbation by writing Z = Zss + δZ,
ρ̃21 = ρ̃ss

21 + δρ̃21, and ρ̃12 = ρ̃ss
12 + δρ̃12, so that the linearized optical Bloch equations can be written as

d

dt



δZ
δρ̃21
δρ̃12


 =




−Γ −2i[(Ω +Gρ̃21)∗ −Gρ̃ss
12] 2i[(Ω +Gρ̃21 −G∗ρ̃ss

21]
−iΩ +Gρ̃21) i∆− γ − iGZss 0
i(Ω +Gρ̃21)∗ 0 −i∆− γ + iG∗Zss





δZ
δρ̃21
δρ̃12


 . (S29)

We identify the above matrix as the Jacobian J , with eigenvalues λ defined by det(J −λ1) = 0 that indicate whether
the steady state value under consideration is stable or unstable: If the real part of all eigenvalues for a steady state
is negative, the steady state is said to be stable, but if one or more eigenvalues exhibits a positive real part then it is
deemed unstable [14].

S5. RESONANCE FLUORESCENCE

The Wiener-Khinchine theorem states that the autocorrelation function and the spectrum associated with a sta-
tionary random processes are a Fourier pair [15]. The spectral density of a quantum field can therefore be written
as

S(ω) = 1
2π

ˆ ∞

−∞
dτeiωτ 〈E−(t+ τ) ·E+(t)

〉
ss ∝ Re

{
ˆ ∞

0
dτeiωt 〈σ+(t+ τ)σ−(t)

〉
ss

}
, (S30)

where 〈. . .〉ss denotes the steady-state, E+(E−) is the positive(negative) frequency component of the electric
field and σ− (σ+) is the atomic lowering (raising) operator [16]. Defining vectors ~ρ = (ρ22, ρ̃21, ρ̃12) and ~K =
i(0,Ω +Gρ̃21,−Ω∗ −G∗ρ̃12), the optical Bloch equations for the two-level atom can be expressed as the matrix
equation

d~ρ

dt
=M~ρ+ ~K, (S31)

where

M =




−Γ −i(Ω∗ +G∗ρ̃12) i(Ω +Gρ̃21)
−2i(Ω +Gρ̃21) i∆− γ 0
2i(Ω∗ +G∗ρ̃12) 0 −i∆− γ


 . (S32)

We note that the M and ~K still contain the coherence from the mean dipole moment of the TLA, so the matrix
equation is essentially nonlinear. The density matrix elements can be recast into the quantum mechanical expectation
value of the spin operators, where the spin operators are ~σ = (|2〉 〈2| , |1〉 〈2| , |2〉 〈1|)T, such that ~ρ = 〈~σ〉. The equation
of motion of the mean spin operators are then

d

dt
〈~σ〉 =M〈~σ〉+ ~K. (S33)

In this notation, the spectrum is

S(ω) ∝ Re
{
ˆ ∞

0
dτe−iωτ 〈σ3(τ)σ2(0)〉ss

}
. (S34)

By decomposing the spin operators as ~σ = 〈~σ〉+ δ~σ, where δ~σ are fluctuations with a vanishing average 〈δ~σ〉 = 0, the
spectrum can be expressed as S(ω) = Scoh(ω) + Sinc(ω), where

Scoh(ω) = Re
{
ˆ ∞

0
dτe−iωτ 〈σ3〉ss 〈σ2〉ss

}
= πδ(ω)|ρ̃12|2, (S35a)

Sinc(ω) = Re
{
ˆ ∞

0
dτe−iωτ 〈δσ3(τ)δσ2(0)〉ss

}
(S35b)

are the coherent and incoherent parts of the spectrum. The equation of motion for the fluctuations δ~σ can be found
from Eq. (S33) by simply substituting 〈~σ〉 = ~σ− δ~σ. It is important to note that this substitution is not made for the
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mean spin operator in the matrixM or vector ~K, since they originate from the classical dipole moment that contains
the mean dipole operator or coherence, and any such fluctuations δ~σ would go to zero when calculating the quantum
mechanical average of the dipole moment. The equation of motion for the fluctuations is then

d

dt
δ~σ =Mδ~σ + ~F , (S36)

with ~F being a noise operator with a vanishing average [16, 17]. Invoking the quantum regression theorem, the
correlation function is written as

d

dτ
fi(τ) =

∑

j

Mijfj(τ), (S37)

where fi(τ) ≡ 〈δσi(τ)δσ2(0)〉. The incoherent spectrum can then be solved for through a Laplace transformation of
the above differential equation to yield [16]

Sinc(ω) = Re




∑

j

[
(iω1−M)−1]

3j fj(0)



, (S38)

where

~f(0) = 〈δ~σ(0)δσ2(0)〉ss = 〈~σσ2〉ss − 〈~σ〉ss 〈σ2〉ss =



−ρ22ρ̃21
−ρ̃2

21
ρ22 − |ρ̃21|2




ss

. (S39)

Finally, using Cramer’s rule, the incoherent spectrum can be found analytically as

Sinc(ω) = Re
{

(iω + Γ)(iω − i∆ + γ)f3(0)− iΩ∗ [2iΩf3(0) + 2iΩ∗f2(0)] + 2iΩ∗(iω − iδ + γ)f1(0)
(iω + Γ)(iω − i∆ + γ)(iω + i∆γ) + 4|Ω|2(s+ γ)

}
. (S40)

S6. ANTIBUNCHING

Antibunching is quantified by the second order correlation function

G(2)(τ) = 〈E−(t0)E−(t0 + τ)E+(t0 + τ)E+(t0)〉 ∝ 〈σ+(t0)σ+(t0 + τ)σ−(t0 + τ)σ−(t0)〉, (S41)

where t0 is assumed to be at the steady state [16, 17], and we neglect any contribution from the graphene sheet itself.
Using the relation σ+(t)σ−(t) = 1

2 (1 + σz), where σz is a Pauli spin matrix, the correlation function may be written
as:

G(2)(τ) ∝ 1
2 〈σ+(t0)σ−(t0)〉+ 1

2 〈σ+(t0)σz(t0 + τ)σ−(t0)〉 = 1
4(1 + 〈σz(t0)〉) + 1

2 〈σ+(t0)σz(t0 + τ)σ−(t0)〉. (S42)

The average of the products of spin operators above can be evaluated by defining the vector

~C(t0, τ) =



〈σ+(t0)σz(t0 + τ)σ−(t0)〉
〈σ+(t0)σ−(t0 + τ)σ−(t0)〉
〈σ+(t0)σ+(t0 + τ)σ−(t0)〉


 , (S43)

and invoking the quantum regression theorem (as in the derivation for the resonance fluorescence spectrum) to write

d

dτ
~C(t0, τ) = B(t0 + τ) · ~C(t0, τ) + 〈σ+(t0)σ−(t0)〉 ~D, (S44)

where B and ~C defined from the optical Bloch equations

d

dt



ρ22 − ρ11
ρ21
ρ12


 = B(t) ·



ρ22 − ρ11
ρ21
ρ12


+ ~D, (S45)
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a) b) c)

FIG. S3. Critical slowing down. (a) Steady state population of the two-level atom as a function of EF/~ε as in Fig. 3 of the
main paper. (b) Time evolution of the population inversion from EF = 0.9 eV to just below the critical point at point (I) in
(a). (c) Switching time from upper stable branch to lower, corresponding from slightly to the left of point (III) to point (IV)
indicated in (a).

leading to

B =



−Γ −2iΩ̃∗ 2iΩ̃
−iΩ̃ i∆− γ 0
iΩ̃∗ 0 −i∆− γ


 (S46)

and ~D = (−Γ, 0, 0)T, while Ω̃ = Ω + Gρ21. The correlation function G(2)(τ) can now be computed by solving Eq.
(S44) with the initial condition ~C(t0, 0) = (〈σz(t0)〉 − 1, 0, 0) /2.

The normalized g(2)(τ) can similarly be calculated in the steady state limit

g(2)(τ) = lim
t0→∞

〈E−(t0)E−(t0 + τ)E+(t0 + τ)E+(t0)〉
〈E−(t0)E+(t0)〉〈E−(t0 + τ)E+(t0 + τ)〉 = lim

t0→∞
〈σ+(t0)σ+(t0 + τ)σ−(t0 + τ)σ−(t0)〉

〈σ+(t0)σ−(t0)〉2 . (S47)

S7. CRITICAL SLOWING DOWN

The switching time—the time to go from the lower stable branch to the upper or vice versa—is, for simplicity,
in this case set to the time until the maximum value of the population inversion as seen in the maxima in Figure
S7b [18]. As noted in the main text, the switching time τ is not the time until steady state is reached, and small
quantitative deviations from the power law are expected as a consequence of the chosen definition of the switching
time. In Fig. S7b, one can see that the closer to the critical point the Fermi energy is the longer it takes for the
system to reach the steady state. In particular, for the system closest to the critical point, a metastable state can be
seen. The switching time investigated in the text is from a Fermi energy well below the onset of bistability to just
above the first bistability region in the phase map. This switching time yielded critical exponents close to α ≈ 0.5.
Similarly, one can go from the upper stable branch to the lower stable branch below. This will yield a similar critical
exponent as displayed in Fig. S7c. The critical exponent is here further from 0.5, but this may be due to the more
imprecise definition of switching time which is here chosen as the minimum population difference.
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