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Abstract—We report work in progress from interdisciplinary
research on Assisted Living Technology in smart homes for older
adults with mild cognitive impairments or dementia. We present
our field trial, the set-up for collecting and storing data from real
homes, and preliminary results on action recognition using low
resolution depth video cameras. The data have been collected
from seven apartments with one resident each over a period
of two weeks. We propose a pre-processing of the depth videos
by applying an Infinite Response Filter (IIR) for extracting the
movements in the frames prior to classification. In this work
we classify four actions: TV interaction (turn it on/ off and
switch over), standing up, sitting down, and no movement. Qur
first results indicate that using the IIR filter for movement
information extraction improves accuracy and can be an efficient
method for recognizing actions. Our current implementation uses
a convolutional long short-term memory (ConvLSTM) neural
network, and achieved an average peak accuracy of 86%.

Index Terms—depth video, neural networks, smart homes, low
resolution, action recognition

I. INTRODUCTION

The Assisted Living project is an interdisciplinary project
with expertise in the fields of smart-home technology, machine
learning, nursing and occupational therapy, and ethics. The aim
is to develop assisted living technology (ALT) to support older
adults with mild cognitive impairment or dementia (MCL/D)
live a safe and independent life at home [1]. MCI and dementia
involve a cognitive decline that can affect attention, concentra-
tion, memory, comprehension, reasoning, and problem solving
[2]. A number of research studies have investigated functions
in smart-home environments to support older adults in general,
and those with MCI/D in particular, in their everyday life.
These include assisting functions such as prompting with
reminders or encouragement, diagnosis tools, as well as alarm
creation, prediction, anticipation, and prevention of hazardous
situations. The majority of these functions requires reliable
activity/ action recognition and prediction algorithms to work
properly. This field is at a quite early stage at the moment.
With the exception of fall detection, there are currently no
commercial systems with such functionality nor are there any
complete prototypes available at research and development
level. In addition, most of the research that is published in
the literature has been carried out in the lab based on scripted
actions/ activities.
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The aim of our work is to use activity prediction to realize
support functions for older adults with MCI/D. In this paper
we present work in progress on computer vision based action
recognition using data from real homes, seven apartments,
each with one older adult resident over 65 years old — the
majority over 80 years old. We use a low resolution depth
video camera that is in fact a commercial fall detection system
called RoomMate [3]. We report preliminary results on action
recognition based on video frames that contain movement
information. Movement classification can allow inference of
the future pose of the person (e.g. after a sitting down
movement has been classified, the person is sitting), activities
(e.g. drinking water), and intention (e.g. person would like
to turn on the TV) and can be a stepping stone towards
activity prediction. After a brief summary of related work,
the paper gives an account of the field trial, the set-up in
each apartment, and the way the data have been collected and
stored. Subsequently we present the method we have used for
processing the videos for the classification of actions in the
homes where we propose a pre-processing of the depth videos
by applying an Infinite Response Filter (IIR) for extracting
the movements in the frames prior to classification. The use
of the IIR filter ought to facilitate movement classification
as different movements should involve different frequency
components. We compare the results with and without the IIR
filter to evaluate its efficacy. We subsequently summarize the
results and conclude the paper by discussing how to improve
our results as well as other future work.

II. RELATED WORK

There is strong evidence that technology can support aging
at home [4] and a large number of studies have implemented
assistive technology to support older adults live a safe and
independent life at home [5]-[8].

Human activity recognition (HAR) has been well studied in
the past years [9], [10]. Motion History Images (MHI) is a
method widely used in depth images [11], based on encoding
a sequence of moving silhouettes. Another representation is
the Histogram of Oriented 4D Normals (HON4D) [12], which
captures the distribution of the surface normal orientation
in the 4D space. Depth Motion Maps (DMM)] generate
three 2D maps from 3D frames (front, side, and top views)
[13]. For each map, a motion energy is calculated from the
difference of two consecutive mappings. The same authors
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have also developed a framework called Super Normal Vector
(SNV) [14]. Several studies extract skeleton data from the
depth images, and this has also proved to be useful [15], [16].
A number of algorithms have been used for HAR. Dynamic
time warping has led to high accuracy of 96% on a dataset
with four gestures and RGB data [17]. Generative models such
as Hidden Markov Models (HMM) achieved a maximum ac-
curacy of 97% with the MSR Action3D dataset with skeleton
data histograms fed to a HMM [18]. Other models include
support vector machines (SVM) and neural networks. Yang et
al. [13] reached 97% accuracy on the same dataset by using
DMM-HOG features and SVM. Among neural networks,
convolutional neural networks have achieved best results for
HAR from depth data. Wang et al. [19] achieved 100%
accuracy on the same action dataset with a deep convolutional
network by using weighted hierarchical DMMs of the video
sequences. The same method was applied to other public
datasets, achieving remarkable results. These were improved
in a later work, where the authors used an improved pseudo-
coloring on the obtained weighted hierarchical DMMs and
attained better results in other datasets (2-9% higher) [20].

III. FIELD TRIAL

Our field trial involves seven independent one-bedroom
apartments within a community care facility for people over
65 years old. Each apartment comprises a bedroom, a living
room, open kitchen area, a bathroom, and an entrance hall
(Figure 1).

The trial and the deployed sensor system have been decided
in close collaboration with the residents after a series of
Dialogue Cafés [1]. We have two RoomMate depth cameras
(Figure 2) in each apartment. One of them monitors the living
room and kitchen area, while the other monitors the bedroom
area, as shown in Figure 1. The RoomMate is an infra-red
(IR)-based depth sensor and measures the distance of surfaces
to the camera by time-of-flight (TOF) technology with pulses
at 15MHz. The resolution is 160x120 pixels, with a rate of
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Fig. 1. Schematic of the apartment with the depth sensors.

Fig. 2. RoomMate depth sensor deployed in our field trial [3].
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Fig. 3. RoomMate set-up in each of the apartments.

25 frames per second. This is rather low resolution — a fact
that is advantageous with respect to privacy, but makes data
processing quite challenging.

A. Data Collection and Storage

Each RoomMate is connected through TCP/IP to a Rasp-
berry PI and the data are stored on a local hard disk. The
RoomMate needs to be able to connect to the Internet and
send an alarm in case of a fall. On the other hand, in order
to safeguard privacy, the video data we collect need to be
saved only locally with no connection to the internet. Hence,
we opted for the configuration shown in Figure 3 for data
collection from each apartment. 4G ensures good connectivity
to the internet at all times. We record only occasionally and
for a maximum of two weeks at a time. The residents are
informed prior to each recording period and no recording takes
place otherwise. The local hard disks are collected at the end
of each recording period and physically transported for storage
in a secure server (TSD) [21].

IV. METHOD — DATA PROCESSING
A. Pre-processing

Median filtering is applied to the raw depth video data to
remove noise. The process consists of removing very low and
very high pixel values in the image and replacing them with the
median value of the nearest neighbors. A 5x5 filter was applied
to each frame, as a compromise between image sharpness
(quality) and its high frequency background noise. Figure 5
shows the result of a median filtered image, applied to the
raw image in Figure 4.



Fig. 4. Raw image from depth sensor.

Fig. 5. Median filtering applied to raw image in Figure 4.

B. Infinite Impulse Response Filter

After this first step, we apply an IIR filter. This is a recursive
filter, which means that its output is dependent on past output
values. The filter is configured as a first-order high pass in
this work, which leads to capturing any movement. The filter
parameters were tuned empirically to allow the capture of both
slow and fast movements within the home. The transfer func-
tion of the filter and its coefficients are shown in Equation 1.
Figure 6 shows the frequency response of the IIR filter that
attenuates frequencies below 0.09. Figure 7 shows the sum of
all pixel values in each frame which can be thought of as a
measure of the energy. The energy is computed with (blue line)
and without (orange line) filtering. The filtered graph clearly
indicates when there is rapid changing in the image, in this
case around frames 50, 200 and 350. These cannot be seen
from the unfiltered image. By manually inspecting the video,
it has been confirmed that there are movements in the frame
numbers that correspond to the peaks in the graph. Hence,
based on these findings, the motion graph verifies that the
filter has been successful in extracting motion from the images.
Figure 8 shows the results of a frame after the application of
both the median filter and the IIR filter.
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Fig. 6. Frequency response of implemented IIR filter.
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C. Frame Length Normalization

Finally, a last processing step is performed in order to
normalize the length n; of frames of the video samples to
a fixed length NV, as this is a prerequisite for the convLSTM
model. We use a method that we refer to as median insert.
Frames are deleted if the sequence is shorter than N, or
inserted if the sequence is longer than N. In both cases
this takes place in equally spaced positions in the sequence
(in accordance with the number of frames that need to be
deleted/ inserted), until n; = N. The value of each pixel in
the inserted frames is equal to the mean between the preceding
and succeeding frames.

D. Classification

We use a convolutional long short-term memory network
(convLSTM) for the classification. Convolutional neural net-
works (CNNs) have been widely used to process multiple
arrays of data, including color or depth images [22], [23].



Fig. 8. IIR filtering applied to image in Figure 8.
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Fig. 9. ConvLSTM model.

Recurrent neural networks (RNNs) have been extensively
applied to sequence prediction tasks because of the property
of keeping an internal memory [24], [25]. The long short-term
memory (LSTM) network is an RNN architecture designed to
be better at storing and accessing information than the standard
RNN [26]. By combining both types of neural networks, the
model is able to learn both spatial and temporal features from
a sequence of frames [27]. A schematic of the convLSTM
network process is shown in Figure 9.

In this work, the pre-processed and IIR-filtered frame se-
quences were labelled into four movement categories: TV-
related movements (turn it on/ off and switch over channels),
standing up, sitting down and no movement. After the pre-
processing, the sequences were fed to a convLSTM.

E. Implementation

The first two steps were implemented by using the median
and IIR filters from the SciPy library. The convLSTM was
implemented using the Keras library, based on TensorFlow.
Both libraries are Python-based open source software. A
number of parameters were tuned in the network. The trained
model comprises one convLSTM layer with three 3x3 filters
and hyperbolic tangent activation, followed by a dense layer
with softmax activation. The batch size was 16 and learning
rate 0.01. Optimization function Adam and loss function cat-
egorical cross-entropy were optimal. We set the dropout ratio
to 0.5 in order to avoid overfitting, as well as early stopping
(stop the network training when there was no improvement in
the validation loss for 5 consecutive epochs).
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Fig. 10. Accuracy vs dataset sizes, for median filter, and both median and
IIR filter.

V. RESULTS AND DISCUSSION

A total of 800 video sequences (200 of each category)
were extracted from recordings acquired from real homes,
from seven different residents. Each video sequence is length
normalized to a size of 100 frames. We split our dataset into
training (80%) and testing (20%) sets. They are both balanced
for all classes (i.e. equal percentage of samples per class in
each set).

We first analize the test accuracy attained for different sizes
of datasets for two cases: only median filter, and both median
and IIR filter — Figure 10. The obtained results correspond to
an average of the three best accuracies achieved by different
trained models — shuffling the training and testing data. The
use of the IIR filter resulted in a best average peak accuracy
of 86.04%, whereas by comparison without the IIR filter the
best average peak accuracy achieved was 82.50%. Using the
IIR filter improves the accuracy by approximately 4%, for all
data sizes. We can notice that the accuracy improves slowly as
more samples are added, in both cases. The model has not yet
reached stability as the accuracy keeps increasing with data
size, hence better accuracy should be possible to achieve with
additional samples.

Figures 11 and 12 present the train/ test accuracy and loss of
the model that achieved the best test accuracy (91.25%). The
test curves show a quite unstable behavior, indicating that even
though a dropout layer was used together with early stopping,
the model is still overfitting. This is yet another indication that
that additional data is required for the training.

The confusion matrix derived from the best model when
training with 800 samples is shown in Figure 13. The best
predicted class was the TV interaction, with an accuracy of
97.5%. This was mis-classified once as sitting down. The
classes sitting down, standing up, and no movement had
comparable accuracies, and they cause most of the confusion.
In addition to the innate accuracy of the method, the confusion
may be in part due to residual noise that was not completely
filtered out in all the video sequences with the parameters we
used in the median filter, as well as any erroneous labelling.

We compare the confusion matrix when using the IIR filter
in Figure 13 with the confusion matrix for the same data but
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without using the IIR filter in Figure 14. The latter leads to
lower accuracy for all classes. The most pronounced effect is
however that the class no movement has 20% lower accuracy
without the IIR. The reason the IIR has this large effect on this
particular class is not completely clear. This is however not too
surprising considering that the IIR filter has been configured as
a high-pass filter, hence it should be effective in distinguishing
no movement from movement. Also, since the other three
classes involve a movement while this one does not, it may
be that the IIR filter removed any low-frequency noise in this
class that was mistaken as movement.

VI. CONCLUSIONS AND FUTURE WORK

Activity/ action recognition algorithms in smart home en-
vironments using depth cameras are useful for a number
of functionalities. Especially low resolution depth cameras,
allow remote monitoring without being too intrusive and
compromising the privacy of the home. Processing the data
is however much more challenging than normal cameras or
higher resolution depth videos. Most of the work reported in
the literature has been carried out using data collected in lab
environments and testbeds, with scripted activities, actors, and
using higher resolution videos, e.g. using Kinect.
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Fig. 13. Confusion matrix of model for 800 samples with median and IIR
filter.
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Fig. 14. Confusion matrix of model for 800 samples with only median filter.

In this paper, we present work in progress, our field-trial and
set-up for collecting and storing the data, and very preliminary
results on action recognition from real homes. The field trial
comprises seven apartments with two low resolution depth
video cameras each. Data have been collected from these over
two weeks and 800 video samples were extracted containing
four classes: no movement, standing up, sitting down, and
TV interaction. We use a relatively simple processing method
where we apply an IIR filter to extract movements from the
frames prior to feeding them to a convLSTM network for the
classification. We achieved an overall mean peak accuracy of
86%, with the accuracy of all classes reaching at least 85%.



The method managed to identify TV-interaction actions with
a peak accuracy of 97.5%. When the IIR filter is not used the
accuracy is about 4-5% lower.

State of the art classification methods using deep neural
networks [10] and state of the art pre-processing techniques
[9] are bound to improve our results dramatically. A better
overall accuracy needs to be achieved to allow a robust and
reliable implementation of smart functions in a real home.
Additional data will be collected to avoid overfitting. We will
also improve our testing method by using the k-fold cross-
validation method, which would be a better testing approach
with all data being used at least once in the training and testing
sets. A combination with other information, e.g. location in the
room, will enable better activity recognition. Finally, the work
will be expanded to classify additional movements/ actions that
are relevant for the realization of smart functionalities that are
potentially useful for older adults in general, and those with
MCI/D in particular.
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