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Lower bounds for predecessor searching in the cell probe model∗

Pranab Sen† S .Venkatesh‡

Abstract

We consider a fundamental problem in data structures,static predecessor searching: Given a subset
S of sizen from the universe[m], storeS so that queries of the form “What is the predecessor of
x in S?” can be answered efficiently. We study this problem in the cell probe model introduced by
Yao [Yao81]. Recently, Beame and Fich [BF99] obtained optimal bounds on the number of probes
needed by any deterministic query scheme if the associated storage scheme uses onlynO(1) cells of
word size(logm)O(1) bits.

We give a new lower bound proof for this problem that matches the bounds of Beame and Fich.
Our lower bound proof has the following advantages: it worksfor randomised query schemes too, while
Beame and Fich’s proof works for deterministic query schemes only. In addition, it is simpler than
Beame and Fich’s proof. In fact, our lower bound for predecessor searching extends to the ‘quantum
address-only’ query schemes that we define in this paper. In these query schemes, quantum parallelism is
allowed only over the ‘address lines’ of the queries. These query schemes subsume classical randomised
query schemes, and include many quantum query algorithms like Grover’s algorithm [Gro96].

We prove our lower bound using the round elimination approach of Miltersen, Nisan, Safra and
Wigderson [MNSW98]. Using tools from information theory, we prove a strong round elimination
lemma for communication complexity that enables us to obtain a tight lower bound for the predecessor
problem. Our strong round elimination lemma also extends toquantum communication complexity. We
also use our round elimination lemma to obtain a rounds versus communication tradeoff for the ‘greater-
than’ problem, improving on the tradeoff in [MNSW98]. We believe that our round elimination lemma
is of independent interest and should have other applications.

1 Introduction

1.1 The problem and the model

A static data structure problem consists of a set of dataD, a set of queriesQ, a set of answersA, and a
functionf : D × Q → A. The aim is to store the data efficiently and succinctly, so that any query can be
answered with only a few probes to the data structure.Static predecessor searchingis a well studied problem
in data structure design (see e.g. [vEBKZ77, vEB77, Wil85, And96, Ajt88, Mil94, MNSW98, BF99]). Data
structures for answering predecessor queries can be used toconstruct data structures to answer other queries
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like rank (finding the number of elements inS that are smaller than or equal tox) and nearest neighbour
(finding an element inS closest tox) efficiently. This motivates the need to design efficient data structures
that support predecessor queries.

Let [m] denote the set of integers{0, . . . ,m− 1}.

Definition 1 (Static predecessor searching)In the problem of(m,n)-static predecessor searching, we are
given a subsetS of sizen from the universe[m]. Our goal is to store the setS succinctly so that queries of
the form “What is the predecessor ofx in S?” for x ∈ [m] can be answered with a few probes to the data
structure. Ifx has no predecessor inS, that is,x is smaller than every element inS, then return a default
value, say,−1.

In this paper, we study the static predecessor searching problem in Yao’scell probemodel [Yao81]. The
cell probe model is a natural and general model for proving upper and lower bound results in data structures.

Definition 2 (The cell probe model) An (s,w, t) cell probe schemefor a static data structure problemf :
D × Q → A has two components: astorage schemeand a query scheme. The storage scheme stores
the datad ∈ D as a tableT [d] of s cells, each cell of word sizew bits. The storage scheme is classical
deterministic. Given a queryq ∈ Q, the query scheme computesf(d, q) by making at mostt probes to
T [d], where each probe reads one cell at a time, and the probes can be adaptive. In a deterministic cell
probe scheme the query scheme is classical deterministic, in a randomised cell probe scheme it is classical
randomised, and in an address-only quantum cell probe scheme it is bounded error address-only quantum
(defined in Section 2.1).

Since in the cell probe model we only charge a scheme for the number of probes made to memory cells and
for the total number of cells of storage used, and all internal computation is for free, lower bounds proved
in the cell probe model hold in all reasonable data structuremodels (e.g. the unit cost RAM with the same
word size) and give us insight into the intrinsic difficulty of the problem.

The goal is to design cell probe schemes for(m,n)-static predecessor searching using small space i.e.
s = nO(1) andw = O(logm), and at the same time making a small number of probest in the worst case.

1.2 Previous work

We start by describing the sequence of results that lead to the currently best known upper bounds for
the (m,n)-static predecessor problem. For a long time, the best upperbound known for the predecessor
problem was due to the data structures of van Emde Boas et al. [vEBKZ77, vEB77], and the data struc-
tures of Fredman and Willard [FW93]. In their papers, van Emde Boas et al. [vEBKZ77, vEB77] gave
a (Ω(m), O(logm), O(log logm)) deterministic cell probe solution for predecessor. The main drawback
of their solution is that the number of cells used is very large. Later, Willard [Wil85] reduced the num-
ber of cells used toO(n). Building on the work of van Emde Boas et al. and Willard, Fredman and
Willard [FW93], and Andersson [And96] designed(O(n), O(logm), O(

√
log n)) deterministic cell probe

schemes for predecessor. Recently, Beame and Fich [BF99] improved on these upper bounds and showed a(
O
(
n2 logn
log logn

)
, O(logm), t

)
, wheret = min

{
O
(

log logm
log log logm

)
, O
(√

logn
log logn

)}
, deterministic cell probe

scheme for predecessor.
The first lower bound for the(m,n)-static predecessor problem was proved by Ajtai [Ajt88], who

showed that no(nO(1), O(logm), t) deterministic cell probe scheme for predecessor can have constant
number of probest. Miltersen [Mil94] observed that there is a close connection between the cell probe
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complexity of a data structure problem and the communication complexity of a related communication
game, and used this to improve Ajtai’s lower bound toΩ(

√
log logm ) probes. Recently, building on Ajtai’s

and Miltersen’s work, Beame and Fich [BF99] showed that their data structure described above is indeed
optimal in the following sense: any(nO(1), 2(logm)1−Ω(1)

, t) deterministic cell probe scheme for predecessor

must satisfyt = Ω
(

log logm
log log logm

)
as a function ofm, and any(nO(1), (logm)O(1), t) deterministic cell probe

scheme for predecessor must satisfyt = Ω
(√

logn
log logn

)
as a function ofn. Similar lower bounds were

proved by Xiao [Xia92]. We would like to stress here that all the above lower bound proofs are complicated
with many technical details. Also, they hold for deterministic cell probe schemes only.

The result of Beame and Fich gives rise to the following two questions: does their lower bound hold
for randomised query schemes as well? It has been observed recently that randomisation enormously helps
in the case of membership queries [BMRV00] and approximate nearest neighbour queries [Liu03, KOR98,
IM98, CR03], and one might believe that it could help answer predecessor queries quickly as well. Secondly,
is it possible to give a simple proof of the lower bound resultof Beame and Fich?

A partial answer to both of the above questions was given by Miltersen, Nisan, Safra and Wigder-
son [MNSW98]. In their paper, they proved a generalround eliminationlemma for communication com-
plexity. Using the connection between cell probe complexity of data structures and communication com-
plexity, and their round elimination lemma, they showed thefollowing lower bound for the predecessor
problem: any(nO(1), (logm)O(1), t) randomised cell probe scheme for(m,n)-static predecessor must sat-
isfy t = Ω(

√
log logm ) as a function ofm, andt = Ω((log n)1/3) as a function ofn. Though the lower

bound proved by [MNSW98] is weaker than that of [BF99], theirapproach had two advantages: their lower
bound holds for randomised query schemes too, and the proof is much simpler. In their paper, Miltersen et
al. ask if their round elimination based approach can be strengthened to obtain the lower bound of Beame
and Fich.

1.3 Our Results

We answer the question posed by Miltersen, Nisan, Safra and Wigderson. Our main result in this paper
shows that the lower bound of Beame and Fich holds for address-only quantum cell probe schemes (and
hence, for randomised cell probe schemes) as well.

1.3.1 The Predecessor Problem

Result 1 Suppose there is a(nO(1), (logm)O(1), t) randomised cell probe scheme for the(m,n)-static pre-
decessor problem with error probability less than1/3. Then,

(a) t = Ω
(

log logm
log log logm

)
as a function ofm;

(b) t = Ω
(√

logn
log logn

)
as a function ofn.

The same lower bound also holds for address-only quantum cell probe schemes for static predecessor
searching.

We prove our lower bound for predecessor searching by combining the approach in [MNSW98] with a
new round elimination lemma for communication complexity.Our round elimination lemma is a strength-
ening of the one proved in [MNSW98], and we believe it is of independent interest.
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1.3.2 An improved round elimination lemma

In this paper, all communication protocols are two-party. The error probability of a randomised or quantum
communication protocol is defined as the maximum error of theprotocol for any input. For a general
introduction to (classical) communication complexity, see the book by Kushilevitz and Nisan [KN97].

Let f : X × Y → Z be any communication problem. Let us denote byf (n),A a new communication
game in which Alice is givenx1, x2, . . . , xn ∈ X , and Bob is giveny ∈ Y, i ∈ [n] and also copies of
x1, x2, . . . , xi−1. Their task is to computef(xi, y). f (n),B is defined similarly. Intuitively, if Alice starts the
communication and her first message is much smaller thann bits, then she is unlikely to send much useful
information aboutxi to Bob as she is unaware ofi. So it should be possible to eliminate the first message of
Alice, giving rise to a protocol where Bob starts, with one less round of communication, and having similar
message complexity and error probability. The round elimination lemma captures this intuition.

Definition 3 A [t; l1, l2, . . . , lt]
A ([t; l1, l2, . . . , lt]B) communication protocol is one where Alice (Bob) starts

the communication, theith message isli bits long, and the communication goes on fort rounds.

Result 2 Suppose the communication gamef (n),A has a[t; l1, l2, . . . , lt]A public coin randomised protocol
with error less thanδ. Then,f has a[t − 1; l2, . . . , lt]

B public coin randomised protocol with error less

than ǫ ∆
= δ + (1/2)(2l1 ln 2/n)

1/2. A similar result holds for public coin quantum protocols (defined in
Section 2.2) too.

The proof of this lemma uses tools from information theory. In particular, we use theaverage encoding
theorem of Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01]. Intuitively, this theorem says that if the
mutual information between a random variable and its randomised encoding is small, then the probabil-
ity distributions on code words for various values of the random variable are indeed close to the average
probability distribution on code words.

1.3.3 Applications to other problems

We prove our lower bound result for predecessor by actually proving a lower bound for therank parity
problem. In the rank parity problem, we need to store a subsetS of the universe[m] so that given a query
elementx ∈ [m], we can output whether the number of elements inS less than or equal tox is even or odd.
Lower bounds for rank parity imply similar lower bounds for some other data structure problems likepoint
separation[BF99] andtwo-dimensional reporting range query[MNSW98]. For details of the reduction
from rank parity to the above problems, see the respective papers cited above.

Independently, the round elimination lemma has applications to problems in communication complexity.
For example, let us consider communication protocols for the ‘greater-than’ problemGTn in which Alice
and Bob are given bit stringsx andy respectively of lengthn each, and the goal is to find out ifx > y or not
(treatingx, y as integers between0 and2n − 1). Miltersen, Nisan, Safra and Wigderson [MNSW98], and
Smirnov [Smi88] have studied rounds versus communication tradeoffs forGTn. Miltersen et al. show an
Ω
(
n1/t2−O(t)

)
lower bound fort-round bounded error public coin randomised protocols forGTn. Using

our stronger round elimination lemma, we improve Miltersenet al.’s result.

Result 3 The bounded error public coin randomisedt-round communication complexity ofGTn is lower
bounded byΩ(n1/tt−2). For bounded error quantum protocols with input-independent prior entanglement
for GTn, we have a lower bound ofΩ(n1/tt−1).
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Remark: The lower bound for quantum protocols is better because, by definition, a quantum protocol
always sends messages whose length is independent of the input.

There exists a bounded error classical randomised protocolfor GTn usingt rounds of communication
and having a complexity ofO(n1/t log n). Hence, for a constant number of rounds, our lower bound matches
the upper bound to within logarithmic factors. For one roundquantum protocols, our result implies anΩ(n)
lower bound forGTn (which is optimal to within constant factors), improving upon the previousΩ(n/ log n)
lower bound of Klauck [Kla00]. No rounds versus communication tradeoff for this problem, for more than
one round, was known earlier in the quantum setting. If the number of rounds is unbounded, then there is a
private coin classical randomised protocol forGTn usingO(log n) rounds of communication and having a
complexity ofO(log n) [Nis93]. AnΩ(log n) lower bound for the bounded error quantum communication
complexity ofGTn (irrespective of the number of rounds) follows from Kremer’s result [Kre95] that the
bounded error quantum communication complexity of a function is lower bounded (up to constant factors)
by the logarithm of the one round (classical) deterministiccommunication complexity.

1.4 Our techniques

The starting point of our work is the paper of Miltersen, Nisan, Safra and Wigderson [MNSW98] showing
lower bounds for randomised cell probe schemes for predecessor. The crux of Miltersen et al.’s lower bound
is the following round elimination lemma for communicationcomplexity.

Fact (Round elimination lemma, [MNSW98])Letf : X×Y → Z be a function. Letǫ, δ > 0 be real num-
bers. Suppose thatδ ≤ ǫ2(100 ln(8/ǫ))−1. Suppose the communication gamef (n),A has a[t; l1, . . . , lt]A

public coin randomised protocol with error less thanδ. Also suppose thatn ≥ 20(l1 ln 2 + ln 5)ǫ−1. Then
there is a[t− 1; l2, . . . , lt]

B public coin randomised protocol forf with error less thanǫ.

Note that in the round elimination lemma of [MNSW98], the dependence betweenδ andǫ is quadratic. In
their paper, Miltersen et al. ask if their round eliminationbased approach can be strengthened to obtain
Beame and Fich’s [BF99] lower bound.

Our first observation is that if we can prove a stronger round elimination lemma in whichδ andǫ are
related by asmall additive term, and the additive term is upper bounded by( l1n )

Ω(1), then we can obtain the
lower bound of Beame and Fich for randomised cell probe schemes solving the predecessor problem.

Our next observation is that Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01] have studied rounds
versus quantum communication tradeoffs for the ‘tree pointer chasing’ problem using tools from quantum
information theory. In fact, their quantum lower bound for the ‘tree pointer chasing’ problem is better
than its previously known classical lower bound [MNSW98]! An important ingredient of their quantum
lower bound was a quantum information-theoretic result called average encodingtheorem. This result
says informally that when messages carry very little information about the input, the average message is
essentially as good as the individual messages. This resultgives us a new way of attacking the round
elimination problem. The information-theoretic round reduction arguments in [KNTZ01] are average-case
(under the uniform distribution on the inputs) arguments, and do not immediately give a worst-case result
like the round elimination lemma. The information-theoretic arguments have to be combined with Yao’s
minimax lemma [Yao77] (also used in the proof of the round elimination lemma in [MNSW98]) to prove
the strong round elimination lemma of this paper. The information-theoretic approach brings out more
clearly the intuition behind round elimination, as opposedto the ad hoc combinatorial proof in [MNSW98].
We believe that this strong round elimination lemma is an important technical contribution of this paper.
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1.5 Organisation of the paper

We start with some preliminaries in the next section. Assuming the average encoding theorem, we prove an
intermediate result in Section 3 which allows us to reduce the number of rounds of a communication protocol
if the first message does not convey much information about the sender’s input. Proofs of the classical and
quantum versions of the average encoding theorem can be found in the appendix for completeness. Using
the intermediate result, we prove our strong round elimination lemma in Section 4. Sections 3 and 4 each
have two subsections: the first one treats the classical version of the results and the second one treats the
quantum version. Using the strong round elimination lemma,we prove the optimal lower bound for the
predecessor problem in Section 5. The rounds versus communication tradeoff for the ‘greater-than’ problem
is sketched in Section 6. We finally conclude mentioning someopen problems in Section 7.

2 Preliminaries

2.1 The address-only quantum cell probe model

A quantum(s,w, t) cell probe schemefor a static data structure problemf : D ×Q → A has two compo-
nents: a classical deterministicstorage schemethat stores the datad ∈ D in a tableT [d] usings cells each
containingw bits, and a quantumquery schemethat answers queries by ‘quantumly probing a cell at a time’
t times. Formally speaking, the tableT [d] is made available to the query algorithm in the form of an oracle
unitary transformOd. To defineOd formally, we represent the basis states of the query algorithm as|j, b, z〉,
wherej ∈ [s − 1] is a binary string of lengthlog s, b is a binary string of lengthw, andz is a binary string
of some fixed length. Here,j denotes the address of a cell in the tableT [d], b denotes the qubits which will
hold the contents of a cell andz stands for the rest of the qubits (‘work qubits’) in the queryalgorithm.Od

maps|j, b, z〉 to |j, b ⊕ T [d]j , z〉, whereT [d]j is a bit string of lengthw and denotes the contents of thejth
cell in T [d]. A quantum query scheme witht probes is just a sequence of unitary transformations

U0 → Od → U1 → Od → . . . Ut−1 → Od → Ut

whereUj ’s are arbitrary unitary transformations that do not dependon d (Uj ’s represent the internal com-
putations of the query algorithm). For a queryq ∈ Q, the computation starts in a computational basis state
|q〉|0〉, where we assume that the ancilla qubits are initially in thebasis state|0〉. Then we apply in suc-
cession, the operatorsU0, Od, U1, . . . , Ut−1, Od, Ut, and measure the final state. The answer consists of the
values on some of the output wires of the circuit. We say that the scheme has worst case error probability
less thanǫ if the answer is equal tof(d, q), for every(d, q) ∈ D × Q, with probability greater than1 − ǫ.
The term ‘bounded error quantum scheme’ means thatǫ = 1/3.

We now formally define theaddress-only quantum cell probe model. Here the storage scheme is clas-
sical deterministic as before, but the query scheme is restricted to be ‘address-only quantum’. This means
that the state vector before a query to the oracleOd is always atensor productof a state vector on the ad-
dress and work qubits (the(j, z) part in (j, b, z) above), and a state vector on the data qubits (theb part in
(j, b, z) above). The state vector on the data qubits before a query to the oracleOd is independent of the
query elementq and the datad but can vary with the probe number. Intuitively, we are only making use
of quantum parallelism over the address lines of a query. This mode of querying a table subsumes clas-
sical (deterministic or randomised) querying, and also many non-trivial quantum algorithms like Grover’s
algorithm [Gro96], Farhi et al.’s algorithm [FGGS99], Høyer et al.’s algorithm [HNS02] etc. satisfy the
‘address-only’ condition. For classical (deterministic or randomised) querying, the state vector on the data
qubits is|0〉, independent of the probe number. For Grover’s algorithm and Farhi et al.’s algorithm, the state
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vector on the data qubit is(|0〉 − |1〉)/
√
2, independent of the probe number. For Høyer et al.’s algorithm,

the state vector on the data qubit is|0〉 for some probe numbers, and(|0〉 − |1〉)/
√
2 for the other probe

numbers.

2.2 Quantum communication protocols

In this paper, we adopt the ‘interacting unitary quantum circuits’ definition of quantum communication
protocols of Yao [Yao93]. Thus, Alice and Bob send a certain number of fixed length messages to each
other, and the number and length of these messages is independent of their inputs. If Alice’s and Bob’s
inputs are in computational basis states, the global state of all the qubits of Alice and Bob is pure at all
times during the execution of the protocol. Measurements are not allowed during the execution of the
protocol. At the end of the protocol, the last recipient of a message make a von Neumann measurement in
the computational basis of certain qubits (the ‘answer qubits’) in her possession in order to determine the
answer of the protocol. The choice of ‘answer qubits’ is independent of Alice’s and Bob’s inputs.

We require that Alice and Bob make a secure copy of their inputs before beginning the quantum com-
munication protocol. This is possible since the inputs to Alice and Bob are in computational basis states e.g.
CNOT gates can be used for this purpose. Thus, without loss ofgenerality, the input qubits of Alice and
Bob are never sent as messages, their state remains unchanged throughout the protocol, and they are never
measured i.e. some work qubits are measured to determine theresult of the protocol. We call such quantum
protocolssecureand will assume henceforth that all our quantum protocols are secure.

We now define the concept of asafequantum communication protocol, which will be used in the state-
ment of the quantum round elimination lemma.

Definition 4 (Safe quantum protocol) A [t; c; l1, . . . , lt]
A ([t; c; l1, . . . , lt]B) safe quantum communication

protocol is a secure quantum protocol where Alice (Bob) starts the communication, the first message isl1+c
qubits long, theith message, fori ≥ 2, is li qubits long, and the communication goes on fort rounds. We
think of the first message as having two parts: the ‘main part’which isl1 qubits long, and the ‘safe overhead
part’ which isc qubits long. The density matrix of the ‘safe overhead’ is independent of the inputs to Alice
and Bob.

Remarks:
1. The safe overhead is nothing but a way to send input independent prior entanglement from Alice to
Bob. The reason we use this notation is that we will later define safe public coin quantum protocols where
there will be two kinds of input independent prior entanglement, the first being the one provided by the safe
overhead and the second being the one proved by the public coin.
2. The reason for defining the concept of a safe overhead, intuitively speaking, is as follows. The commu-
nication games arising from data structure problems often have an asymmetry between the message lengths
of Alice and Bob. This asymmetry is crucial to prove lower bounds on the number of rounds of commu-
nication. In the previous quantum round reduction arguments (e.g. those of Klauck et al. [KNTZ01]), the
complexity of the first message in the protocol increases quickly as the number of rounds is reduced and the
asymmetry gets lost. This leads to a problem where the first message soon gets big enough to potentially
convey substantial information about the input of one player to the other, destroying any hope of proving
strong lower bounds on the number of rounds. The concept of a safe protocol allows us to get around this
problem. We show through a careful quantum information theoretic analysis of the round reduction process,
that in a safe protocol, though the complexity of the first message increases a lot, this increase is confined
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to the safe overhead and so, the information content does notincrease much. This is the key property which
allows us to prove a round elimination lemma for safe quantumprotocols.

In this paper we will deal with quantum protocols withpublic coins. Intuitively, a public coin quantum
protocol is a probability distribution over finitely many (coinless) quantum protocols. We shall henceforth
call the standard definition of a quantum protocol without prior entanglement ascoinless. Our definition is
similar to the classical scenario, where a randomised protocol with public coins is a probability distribution
over finitely many deterministic protocols. We note however, that our definition of a public coin quantum
protocol isnot the same as that of a quantum protocol with prior entanglement, which has been studied pre-
viously (see e.g. [CvDNT98]). Our definition is weaker, in that it does not allow the unitary transformations
of Alice and Bob to alter the ‘public coin’.

Definition 5 (Public coin quantum protocol) In a quantum protocol with a public coin, there is, before
the start of the protocol, a quantum state called apublic coin, of the form

∑
c
√
pc|c〉A|c〉B , where the

subscripts denote ownership of qubits by Alice and Bob,pc are finitely many non-negative real numbers and∑
c pc = 1. Alice and Bob make (entangled) copies of their respective halves of the public coin usingCNOT

gates before commencing the protocol. The unitary transformations of Alice and Bob during the protocol
do not touch the public coin. The public coin is never measured, nor is it ever sent as a message.

Hence, one can think of the public coin quantum protocol to bea probability distribution, with probability
pc, over finitely many coinless quantum protocols indexed by the coin basis states|c〉. A safe public coin
quantum protocol is similarly defined as a probability distribution over finitely many safe coinless quantum
protocols.

Remarks:
1. We need to define public coin quantum protocols in order to make use of the harder direction of Yao’s
minimax lemma [Yao77]. The minimax lemma is the main tool which allows us to convert ‘average case’
round reduction arguments to ‘worst case’ arguments. We need ‘worst case’ round reduction arguments
in proving lower bounds for the rounds complexity of communication games arising from data structure
problems. This is because many of these lower bound proofs use some notion of “self-reducibility”, arising
from the original data structure problem, which fails to hold in the ‘average case’ but holds for the ‘worst
case’. The quantum round reduction arguments of Klauck et al. [KNTZ01] are ‘average case’ arguments,
and this is one of the reasons why they do not suffice to prove lower bounds for the rounds complexity of
communication games arising from data structure problems.
2. For [t; c; l1, . . . , lt]A safe quantum protocols computing a functionf , Yao’s minimax lemma says that
the infimum (worst-case) error of a public coin protocol is equal to the supremum over all input probability
distributions of the infimum distributional error of a coinless protocol.

2.3 Predecessor searching and communication complexity

We first describe the connection between the address-only quantum cell probe complexity of a static data
structure problem and the quantum communication complexity of an associated communication game. Let
f : D × Q → A be a static data structure problem. Consider a two-party communication problem where
Alice is given a queryq ∈ Q, Bob is given a datumd ∈ D, and they have to communicate and find out the an-
swerf(d, q). We have the following lemma, which is a quantum analogue of alemma of Miltersen [Mil94]
relating cell probe complexity to communication complexity in the classical setting.
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Lemma 1 Suppose we have an(s,w, t) quantum cell probe solution to a static data structure problemf :
D×Q→ A. Then we have a(2t, 0, log s+w, log s+w)A safe coinless quantum protocol for the correspond-
ing communication problem. If the query scheme is address-only, we also have a(2t, 0, log s, log s + w)A

safe coinless quantum protocol for the corresponding communication problem. The error probability of the
communication protocol is the same as that of the cell probe scheme.

Proof: Given a quantum(s,w, t) cell probe solution to the static data structure problemf , we can get a
(2t, 0, log s+w, log s+w)A safe coinless quantum protocol for the corresponding communication problem
by just simulating the cell probe solution. If in addition, the query scheme is address-only, the messages
from Alice to Bob need consist only of the ‘address’ part. This can be seen as follows. Let the state vector of
the data qubits before theith query be|θi〉. |θi〉 is independent of the query element and the stored data. Bob
keepst special ancilla registers in states|θi〉, 1 ≤ i ≤ t at the start of the protocolP . These special ancilla
registers are in tensor with the rest of the qubits of Alice and Bob at the start ofP . ProtocolP simulates the
cell probe solution, but with the following modification. Tosimulate theith query of the cell probe solution,
Alice prepares her ‘address’ and ‘data’ qubits as in the query scheme, but sends the ‘address’ qubits only.
Bob treats those ‘address’ qubits together with|θi〉 in the ith special ancilla register as Alice’s query, and
performs the oracle table transformation on them. He then sends these qubits (both the ‘address’ as well
as theith special register qubits) to Alice. Alice exchanges the contents of theith special register with her
‘data’ qubits (i.e. exchanges the basis states), and proceeds with the simulation of the query scheme. This
gives us a(2t, 0, log s, log s+w)A safe coinless quantum protocol with the same error probability as that of
the cell probe query scheme.

Remark: In many natural data structure problemslog s is much smaller thanw and thus, in the address-
only quantum case, we get a(2t, 0, log s,O(w))A safe protocol. In the classical setting of [Mil94], one
gets a(2t, 0, log s,w)A protocol. This asymmetry in message lengths is crucial in proving non-trivial lower
bounds ont. The concept of a safe quantum protocol helps us in exploiting this asymmetry.

We now recall some facts about the connection between cell probe schemes for predecessor and commu-
nication complexity of rank parity from [MNSW98]. We give proof sketches of these facts for completeness.

Definition 6 A (t, a, b)A ((t, a, b)B ) classical communication protocol is a[t; l1, . . . , lt]A ([t; l1, . . . , lt]B)
classical protocol, where assuming Alice (Bob) starts,li = a for i odd andli = b for i even (li = b for i odd
and li = a for i even). A(t, c, a, b)A ((t, c, a, b)B ) quantum communication protocol is a[t; c; l1, . . . , lt]A

([t; c; l1, . . . , lt]B) safe quantum protocol, where assuming Alice (Bob) starts,li = a for i odd andli = b for
i even (li = b for i odd andli = a for i even).

Definition 7 (Rank parity) In therank paritycommunication gamePARp,q, Alice is given a bit stringx of
lengthp, Bob is given a setS of bit strings of lengthp, |S| ≤ q, and they have to communicate and decide
whether the rank ofx in S (treating the bit strings as integers) is odd or even. By the rank ofx in S, we
mean the cardinality of the set{y ∈ S | y ≤ x}. In the communication gamePAR(k),A

p,q , Alice is givenk bit
stringsx1, . . . , xk each of lengthp, Bob is given a setS of bit strings of lengthp, |S| ≤ q, an indexi ∈ [k],
and copies ofx1, . . . , xi−1; they have to communicate and decide whether the rank ofxi in S is odd or even.
In the communication gamePAR(k),B

p,q , Alice is given a bit stringx of lengthp and an indexi ∈ [k], Bob is
givenk setsS1, . . . , Sk of bit strings of lengthp, |Sj| ≤ q, 1 ≤ j ≤ k; they have to communicate and decide
whether the rank ofx in Si is odd or even.

Fact 1 Letm be a positive integer such thatm is a power of2. Suppose that there is a(nO(1), (logm)O(1), t)
randomised (address-only quantum) cell probe scheme for the (m,n)-static predecessor problem. Then

9



the rank parity communication gamePARlogm,n has a
(
2t+O(1), O(log n), (logm)O(1)

)A
private coin

randomised (safe coinless quantum) protocol. The error probability of the communication protocol is the
same as that of the cell probe scheme.

Proof: Consider the static rank parity data structure problem where the storage scheme has to store a set
S ⊆ [m], |S| ≤ n, and the query scheme, given a queryx ∈ [m], has to decide whether the rank ofx in
S is odd or even. Fredman, Komlós and Szemerédi [FKS84] haveshown the existence of two-level perfect
hash tables containing, for each membery of the stored subsetS, y’s rank inS, and usingO(n) cells of
word sizeO(logm) and requiring onlyO(1) deterministic cell probes. Combining a(nO(1), (logm)O(1), t)
cell probe solution to the static predecessor problem with such a perfect hash table gives us a(nO(1) +
O(n),max((logm)O(1), O(logm)), t+O(1)) cell probe solution to the static rank parity problem. The error
probability of the cell probe scheme for the rank parity problem is the same as the error probability of the cell
probe scheme for the predecessor problem. Converting the cell probe scheme for the rank parity problem into
a communication protocol by [Mil94] (by Lemma 1), we get a(2t+O(1), O(log n), (logm)O(1))A private
coin randomised (safe coinless quantum) protocol for the rank parity communication gamePARlogm,n.
The error probability of the communication protocol is the same as that of the cell probe scheme for the
predecessor problem.

Fact 2 Letk, p be positive integers such thatk | p. A communication protocol with Alice starting forPARp,q

gives us a communication protocol with Alice starting forPAR(k),A
p/k,q with the same message complexity,

number of rounds and error probability.

Proof: Consider the problemPAR(k),A
p/k,q . Alice, who is givenx1, . . . , xk, computes the concatenation̂x ∆

=
x1 · x2 · · · xk. Bob, who is givenS, i andx1, . . . , xi−1, computes

Ŝ
∆
=
{
x1 · x2 · · · xi−1 · y · 0p(1−i/k) : y ∈ S

}
.

After this, Alice and Bob run the protocol forPARp,q on inputsx̂, Ŝ to solve the problemPAR(k),A
p/k,q .

Fact 3 Let k, q be positive integers such thatk | q andk is a power of2. A communication protocol with

Bob starting forPARp,q gives us a communication protocol with Bob starting forPAR(k),B
p−log k−1,q/k with the

same message complexity, number of rounds and error probability.

Proof: Consider the problemPAR(k),B
p−log k−1,q/k. Alice, who is givenx andi, computes the concatenation

x̂
∆
= (i− 1) · 0 · x. Bob, who is givenS1, . . . , Sk, computes the setsS′

1, . . . , S
′
k where

S′
j

∆
=





{(j − 1) · 0 · y : y ∈ Sj}
if |Sj| is even,

{(j − 1) · 0 · y : y ∈ Sj}
⋃{

(j − 1) · 1p−log k
}

if |Sj| is odd.

Above, the integers(i − 1), (j − 1) are to be thought of as bit strings of lengthlog k. Bob also com-

putesŜ ∆
=
⋃k

j=1 S
′
j . Alice and Bob then run the protocol forPARp,q on inputsx̂, Ŝ to solve the problem

PAR(k),B
p−log k−1,q/k.
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2.4 Some classical information theoretic facts

In this subsection, we discuss some classical information theoretic facts which will be used in the proof of
our improved classical round elimination lemma. For a good account of classical information theory, see
the book by Cover and Thomas [CT91].

In this paper, all random variables have finite range and all sample spaces have finite cardinality. Let

X,Y,Z be random variables with some joint distribution. TheShannon entropyof X is defined asH(X)
∆
=

−∑x Pr[X = x] log Pr[X = x]. Themutual informationof X andY is defined asI(X : Y )
∆
= H(X) +

H(Y ) −H(XY ). If the range ofX has cardinality at mostd, I(X : Y ) ≤ log d. I(X : Y ) = 0 iff X and
Y are independent. LetI((X : Y ) | Z = z) denote the mutual information ofX andY conditioned on the
eventZ = z.

The next fact follows easily from the definitions.

Fact 4 LetX,Y,Z be random variables with some joint distribution. Then,

(a) I(XY : Z) = I(X : Z) + I(Y : ZX) − I(X : Y ). In particular, if X,Y are independent
I(XY : Z) = I(X : Z) + I(Y : ZX).

(b) I(Y : ZX) = I(X : Y ) + E
X
[I((Y : Z) | X = x)], where is expectation is over the marginal

distribution ofX.

We use total variation distance to quantify the distance between two probability distributions.

Definition 8 (Total variation distance) LetP,Q be probability distributions on the same sample spaceΩ.
The total variation distance(also known as theℓ1-distance) betweenP andQ, denoted by‖P − Q‖1, is

defined as‖P −Q‖1 ∆
=
∑

x∈Ω

|P (x)−Q(x)|.

We will need theaverage encodingtheorem of Klauck, Nayak, Ta-Shma and Zuckerman [KNTZ01].
Klauck et al. actually prove a quantum version of this theorem in their paper, but we will use the classical
version in the proof of our round elimination lemma. Intuitively speaking, the theorem says that if the
mutual information between a random variable and its randomised encoding is small, then the probability
distributions on the code words for various values of the random variable are close to the average probability
distribution on the code words.

Fact 5 (Average encoding theorem, [KNTZ01])LetX,M be correlated random variables. Letpx denote
the (marginal) probability thatX = x, andΠx denote the conditional distribution ofM given thatX = x.
LetΠ denote the (marginal) probability distribution ofM i.e. Π =

∑
x pxΠ

x. Then,

∑

x

px‖Πx −Π‖1 ≤
√
(2 ln 2)I(X :M).

A self-contained classical proof, without using quantum information theory, of this fact can be found in the
appendix for completeness.

2.5 Some quantum information theoretic facts

In this subsection, we discuss some quantum information theoretic facts which will be used in the proof of
our quantum round elimination lemma. For a good account of quantum information theory, see the book by
Nielsen and Chuang [NC00].
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In this paper, all quantum systems, Hilbert spaces and superoperators are finite dimensional. LetX,Y
be quantum systems with some joint density matrixρXY . If ρX is the reduced density matrix ofX, the

von Neumann entropyof X is defined asS(X)
∆
= −Tr ρX log ρX . Themutual informationof X andY is

defined asI(X : Y )
∆
= S(X) + S(Y ) − S(XY ). If X is at mostd-dimensional,I(X : Y ) ≤ 2 log d.

I(X : Y ) = 0 iff X andY are independent i.e.ρXY = ρX ⊗ ρY . SupposeX,Y,Z are quantum systems
with some joint density matrix whereZ is a classical random variable i.e. the reduced density matrix of Z
is diagonal in the computational basis. LetI((X : Y ) | Z = z) denote the mutual information ofX andY
conditioned on the eventZ = z.

The next fact follows easily from the definitions.

Fact 6 LetX,Y,Z,W be quantum systems with some joint density matrix, whereX andY are classical
random variables. Then,

(a) I(XY : Z) = I(X : Z) + I(Y : ZX) − I(X : Y ). In particular, if X,Y are independent
I(XY : Z) = I(X : Z) + I(Y : ZX).

(b) I(Y : ZX) = I(X : Y ) + E
X
[I((Y : Z) | X = x)], where is expectation is over the marginal

distribution ofX.

(c) SupposeW is independent ofX andZ is supported onm qubits. Then,I(X : ZW ) ≤ 2m.

Remarks:
1. Fact 6(c) is the key observation allowing us to “ignore” the size of the “safe” overheadW in quantum
round elimination applications. In these applications, the complexity of the first message in the protocol
increases quickly, but the blow up is confined to the “safe” overhead. Earlier round reduction arguments
were unable to handle this large blow up in the complexity of the first message.
2. In Fact 6(c), ifZ is a classical random variable, we get the improved inequality I(X : ZW ) ≤ m.

We use trace distance to quantify the distance between two density matrices.

Definition 9 (Trace distance) Let ρ, σ be density matrices in the same Hilbert space. Thetrace distance

betweenρ andσ, denoted by‖ρ− σ‖1, is defined as‖ρ− σ‖1 ∆
= Tr

√
(ρ− σ)†(ρ− σ).

If ρ is a density matrix in a Hilbert spaceH andM is a general measurement i.e. a POVM onH, let
Mρ denote the probability distribution on the (classical) outcomes ofM got by performing measurement
M on ρ. The importance of the trace distance as a metric on density matrices stems from the following
fundamental fact (see e.g. [AKN98]).

Fact 7 Let ρ1, ρ2 be two density matrices in the same Hilbert spaceH. LetM be a POVM onH. Then,
‖Mρ1 −Mρ2‖1 ≤ ‖ρ1 − ρ2‖1.

Let H,K be disjoint Hilbert spaces such thatdim(K) ≥ dim(H). Let ρ be a density matrix inH and
|ψ〉 be a pure state inH ⊗ K. |ψ〉 is said to be apurification of ρ if Tr K|ψ〉〈ψ| = ρ. We will require the
following basic fact about two purifications of the same density matrix.

Fact 8 LetH,K be disjoint Hilbert spaces such thatdim(K) ≥ dim(H). Let ρ be a density matrix inH
and |ψ〉, |φ〉 be two purifications ofρ in H ⊗K. Then there is a local unitary transformationU onK such
that |ψ〉 = (I ⊗ U)|φ〉, whereI is the identity operator onH.
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We now state an improved version of the quantumaverage encodingtheorem of Klauck, Nayak, Ta-
Shma and Zuckerman [KNTZ01]. This improved version followsfrom a direct connection between fidelity
and relative entropy described in [DHR78], and was also independently observed by Klauck (private com-
munication). Intuitively speaking, the theorem says that if the mutual information between a random variable
and its quantum encoding is small, then given any purifications of the quantum code words for various values
of the random variable, one can find purifications of the average code word that are close to the respective
purifications of the quantum code words.

Fact 9 LetX,M be quantum systems with some joint density matrix. LetX be a classical random variable
andpx denote the (marginal) probability thatX = x. LetH denote the Hilbert space ofM andρx denote
the conditional density matrix ofM given thatX = x. Let ρ denote the reduced density matrix ofM .
Note thatρ =

∑
x pxρ

x. LetK denote a disjoint Hilbert space such thatdim(K) ≥ dim(H). Let |ψx〉 be
purifications ofρx in H⊗K. Then there exist purifications|φx〉 of ρ in H⊗K such that

∑

x

px‖|ψx〉〈ψx| − |φx〉〈φx|‖1 ≤
√
(4 ln 2)I(X :M).

A proof of this fact can be found in the appendix for completeness.

3 Reducing the number of rounds

In this section, we prove an intermediate result which will be required to prove our strong round elimination
lemmas. In Section 3.1 we prove the intermediate result in its classical version (Lemma 2), whereas in
Section 3.2 we prove the intermediate result in its quantum version (Lemma 3). The proof of Lemma 2 is
similar to the proof of Lemma 4.4 in [KNTZ01] (see also [Man01]), but much simpler since we are in the
classical setting. The proof of Lemma 3 is a slight refinementof the proof of Lemma 4.4 in [KNTZ01], and
is included here for completeness. Intuitively speaking, the intermediate result says that if the first message
in a communication protocol carries little information about the sender’s input, under some probability
distribution on Alice’s and Bob’s inputs, then it can be eliminated, giving rise to a protocol where the other
player starts, with one less round of communication, smaller message complexity, and with similar average
error probability with respect to the same probability distribution on Alice’s and Bob’s inputs.

Consider a communication protocolP computing a functionf : X × Y → Z. For an input(x, y) ∈
X ×Y, we define the errorǫPx,y of P on (x, y) to be the probability that the result ofP on input(x, y) is not
equal tof(x, y). For a protocolP, given a probability distributionD onX ×Y, we define the average error
ǫPD of P with respect toD as the expectation overD of the error ofP on inputs(x, y) ∈ X × Y. We define
ǫP to be the maximum error ofP on inputs(x, y) ∈ X × Y i.e. ǫP is the error of protocolP.

3.1 Classical

Lemma 2 Supposef : X × Y → Z is a function. LetD be a probability distribution onX × Y,
and P be a [t; l1, . . . , lt]

A private coin randomised protocol forf . Let X stand for the classical ran-
dom variable denoting Alice’s input,M stand for the random variable denoting the first message of Alice
in P, and I(X : M) denote the mutual information betweenX andM when the inputs toP are dis-
tributed according toD. Then there exists a[t − 1; l2, . . . , lt]

B deterministic protocolQ for f , such that
ǫQD ≤ ǫPD + (1/2)((2 ln 2)I(X :M))1/2.

Proof: We first give an overview of the idea of the proof before getting down to the details. The proof
proceeds in stages.
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Idea of Stage 1: Starting from protocolP, we construct a[t; l1, . . . , lt]A private coin protocolP ′ where the
first message is independent of Alice’s input, andǫP

′

D ≤ ǫPD + (1/2)((2 ln 2)I(X : M))1/2. The important
idea here is to first generate Alice’s message using a new private coin without ‘looking’ at her input, and
after that, to adjust Alice’s old private coin in a suitable manner so as to be consistent with her message and
input.

Idea of Stage 2: Since the first message ofP ′ is independent of Alice’s input, Bob can generate it himself.
Doing this and setting coin tosses appropriately gives us a[t− 1; l2, . . . , lt]

B deterministic protocolQ for f
such thatǫQD ≤ ǫP

′

D ≤ ǫPD + (1/2)((2 ln 2)I(X :M))1/2.

We now give the details of the proof. LetΠx be the probability distribution of the first messageM

of protocolP when Alice’s inputX = x. DefineΠ ∆
=
∑

x dxΠ
x, wheredx is the marginal probability

of X = x under distributionD. Π is the probability distribution of the average first messageof P under
distributionD. Forx ∈ X and an instancem of the first message of Alice, letqxmr denote the conditional
probability that the private coin toss of Alice results inr, given that Alice’s input isx and her first message

in P is m. If in P messagem cannot occur when Alice’s input isx, then we defineqxmr
∆
= 0. Let πxm

denote the probability that the first message of Alice inP ism, given that her input isx. Letπm denote the
probability that the first message of Alice inP ism, when Alice’s and Bob’s inputs are distributed according
toD. Then,πm =

∑
x dxπ

x
m.

Stage 1: We construct a[t; l1, . . . , lt]A private coin randomised protocolP ′ for f with average error under
distributionD ǫP

′

D ≤ ǫPD + (1/2)((2 ln 2)I(X : M))1/2, and where the probability distribution of the first
message is independent of the input to Alice. We now describethe protocolP ′. Suppose Alice is given
x ∈ X and Bob is giveny ∈ Y. Alice tosses a fresh private coin to pickm with probabilityπm and set her
old private coin tor with probability qxmr . After this, Alice and Bob behave as in protocolP (henceforth,
Alice ignores the new private coin which she had tossed to generate her first messagem). Hence inP ′ the
probability distribution of the first message is independent of Alice’s input.

Let us now compare the situations in protocolsP andP ′ when Alice’s input isx, Bob’s input isy, Alice
has finished tossing her private coins (both old and new), butno communication has taken place as yet.
In protocolP, the probability that Alice’s private coin toss results inr is

∑
m π

x
mq

xm
r . In protocolP ′, the

probability that Alice’s old private coin is set tor is
∑

m πmq
xm
r . Thus, the total variation distance between

the probability distributions on Alice’s old private coin is

∑

r

∣∣∣∣∣
∑

m

qxmr (πxm − πm)

∣∣∣∣∣ ≤
∑

r

∑

m

qxmr |πxm − πm|

=
∑

m

(
|πxm − πm|

∑

r

qxmr

)

=
∑

m

|πxm − πm|

= ‖Πx −Π‖1.

Hence, the error probability ofP ′ on inputx, y ǫP
′

x,y ≤ ǫPx,y + (1/2)‖Πx − Π‖1. Let dxy be the probability
that(X,Y ) = (x, y) under distributionD. Then, the average error ofP ′ under distributionD

ǫP
′

D =
∑

x,y

dxyǫ
P ′

x,y
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≤
∑

x,y

dxy

(
ǫPx,y +

1

2
‖Πx −Π‖1

)

= ǫPD +
1

2

∑

x

dx‖Πx −Π‖1

≤ ǫPD +
1

2
((2 ln 2)I(X :M))1/2.

The last inequality follows from Fact 5.

Stage 2: We now construct our desired[t − 1; l2, . . . , lt]
B deterministic protocolQ for f with ǫQD ≤ ǫP

′

D .
Suppose all the coin tosses of Alice and Bob inP ′ are done publicly before any communication takes place.
Now there is no need for the first message from Alice to Bob, because Bob can reconstruct the message
by looking at the public coin tosses. This gives us a[t − 1; l2, . . . , lt]

B public coin protocolQ′ such that
ǫQ

′

x,y = ǫP
′

x,y for every(x, y) ∈ X×Y. By setting the public coin tosses ofQ′ to an appropriate value, we get a

[t− 1; l2, . . . , lt]
B deterministic protocolQ such thatǫQD ≤ ǫQ

′

D = ǫP
′

D ≤ ǫPD + (1/2)((2 ln 2)I(X :M))1/2.
This completes the proof of Lemma 2.

3.2 Quantum

Lemma 3 Supposef : X × Y → Z is a function. LetD be a probability distribution onX × Y, and
P be a[t; c; l1, . . . , lt]A safe coinless quantum protocol forf . LetX stand for the classical random vari-
able denoting Alice’s input,M denote the first message of Alice inP, and I(X : M) denote the mutual
information betweenX andM when the inputs toP are distributed according toD. Then there exists a
[t− 1; c+ l1; l2, . . . , lt]

B safe coinless quantum protocolQ for f , such thatǫQD ≤ ǫPD +(1/2)((4 ln 2)I(X :
M))1/2.

Proof: We first give an overview of the plan of the proof, before getting down to the details. The proof
proceeds in stages. Stage 1 of the quantum proof correspondsto Stage 1 of the classical proof, and Stages 2A
and 2B of the quantum proof together correspond to Stage 2 of the classical proof.

Idea of Stage 1: Starting from protocolP, we construct a[t; c; l1, . . . , lt]A safe coinless quantum protocol
P ′ where the first message is independent of Alice’s input, andǫP

′

D ≤ ǫPD + (1/2)((4 ln 2)I(X : M))1/2.
The important idea here is to generate a purification|φx〉 of the average first messageρ of Alice in P that is
close to the purification|ψx〉 of the messageρx of Alice in P when her input isx. The existence of such a
purification|φx〉 is guaranteed by Fact 9.

Idea of Stage 2A: Since the first message ofP ′ is independent of Alice’s input (in fact its density matrix
is ρ), Bob can generate it himself. This suffices ifP ′ is a one-round protocol, and completes the proof of
Lemma 3 for such protocols. But ifP ′ has more than one round, it is also necessary for Bob to achieve
the correct entanglement between Alice’s work qubits and the first message i.e. it is necessary that the joint
state of Alice’s work qubits and the qubits of the first message be|φx〉. Bob achieves this by first sending
a safe message ofl1 + c qubits. If Alice’s input isx, she then applies a unitary transformationVx on her
work qubits in order to make the joint state of her work qubitsand the qubits of the first message|φx〉. The
existence of such aVx follows from Fact 8. Doing all this gives us a[t + 1; c + l1; 0, 0, l2, . . . , lt]

B safe
coinless quantum protocolQ′ for f such thatǫQ

′

x,y = ǫP
′

x,y for every(x, y) ∈ X × Y.
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Idea of Stage 2B: Since the first message of Alice inQ′ is zero qubits long, Bob can concatenate his
first two messages, giving us a[t − 1; c + l1; l2, . . . , lt]

B safe coinless quantum protocolQ for f such that
ǫQx,y = ǫQ

′

x,y for every(x, y) ∈ X × Y. The technical reason behind this is that unitary transformations on

disjoint sets of qubits commute. Note thatǫQD = ǫQ
′

D = ǫP
′

D ≤ ǫPD + (1/2)((4 ln 2)I(X :M))1/2.
We now give the details of the proof. Letρx be the density matrix of the first messageM of protocol

P when Alice’s inputX = x. Let A andB denote Alice’s work qubits excluding the qubits ofM and
Bob’s work qubits respectively. Let|ψx〉AM be the joint pure state ofAM in P when Alice’s inputX = x,
she has finished preparing her first message, but no communication has taken place as yet. Without loss of

generality, the number of qubits inA is at least the number of qubits inM . Defineρ ∆
=
∑

x pxρ
x, where

px is the marginal probability ofX = x under distributionD. ρ is the density matrix of the average first
message ofP under distributionD.

Stage 1: We construct a[t; c; l1, . . . , lt]A safe coinless quantum protocolP ′ for f with average error under
distributionD ǫP

′

D ≤ ǫPD + (1/2)((4 ln 2)I(X : M))1/2, and where the density matrix of the first message
is independent of the inputx to Alice. We now describe the protocolP ′. Suppose Alice is givenx ∈ X and
Bob is giveny ∈ Y. The qubits ofAM are initialised to zero. Alice applies a unitary transformation U ′

x

onAM in order to prepare a purification|φx〉 of ρ. She then sends the qubits ofM as her first message to
Bob. After this, Alice and Bob behave as in protocolP. Hence inP ′ the density matrix of the first message
is independent of Alice’s input.

Let us now compare the situation in protocolsP andP ′ when Alice’s input isx, Bob’s input isy, Alice
has finished preparing the state|φx〉, but no communication has taken place as yet. In protocolP, the state
of AMB at this point in time is|ψx〉AM |0〉B . In protocolP ′, the state ofAMB at this point in time is
|φx〉AM |0〉B . Hence,ǫP

′

x,y ≤ ǫPx,y + (1/2)‖|ψx〉〈ψx| − |φx〉〈φx|‖1. Let qxy denote the probability that
(X,Y ) = (x, y) under distributionD. Then, the average error ofP ′ under distributionD

ǫP
′

D =
∑

x,y

qxyǫ
P ′

x,y

≤
∑

x,y

qxy

(
ǫPx,y +

1

2
‖|ψx〉〈ψx| − |φx〉〈φx|‖1

)

= ǫPD +
1

2

∑

x

px‖|ψx〉〈ψx| − |φx〉〈φx|‖1

≤ ǫPD +
1

2
((4 ln 2)I(X :M))1/2

The last inequality follows by taking|φx〉 to be the purifications promised by Fact 9.

Stage 2A: We now construct a[t + 1; c + l1; 0, 0, l2, . . . , lt]
B safe coinless quantum protocolQ′ for f

with ǫQ
′

x,y = ǫP
′

x,y, for all (x, y) ∈ X × Y. Suppose Alice is givenx ∈ X and Bob is giveny ∈ Y. LetA1

denote all the qubits ofA, except the lastl1 + c qubits. LetA2 denote the lastl1 + c qubits ofA. Thus,
A = A1A2. In protocolQ′, Alice initially starts with work qubitsA1 only, and Bob initially starts with
work qubitsBMA2. The work qubits of Alice and Bob are initialised to zero. Bobcommences protocol
Q′ by constructing a canonical purification|η〉MA2 of ρ, where the reduced density matrix ofM is ρ. Bob
then sendsA2 to Alice. The density matrix ofA2 is independent of the inputsx, y (in fact, if |η〉MA2 is the
Schmidt purification then the reduced density matrix ofA2 is alsoρ). After receivingA2, Alice applies a
unitary transformationVx onA so that the state vector ofAM becomes|φx〉AM . The existence of such a
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Vx follows from Fact 8. The global state of Alice’s and Bob’s qubits at this point in protocolQ′ is the same
as the global state of Alice’s and Bob’s qubits at the point inprotocolP ′ just after Alice has sent her first
message to Bob. Bob now treatsM as if it were the first message of Alice inP ′, and proceeds to compute
his responseN (the qubits ofN are a subset of the qubits ofMB) of lengthl2. Bob sendsN to Alice and
after this protocolQ′ proceeds as protocolP ′. In Q′ Bob starts the communication, the communication goes
on for t+1 rounds, the first message of Bob of lengthl1+ c viz. A2 is a safe message, and the first message
of Alice is zero qubits long.

Stage 2B: We finally construct our desired[t− 1; c+ l1; l2, . . . , lt]
B safe coinless quantum protocolQ for

f with ǫQx,y = ǫQ
′

x,y, for all (x, y) ∈ X × Y. In protocolQ Bob, after doing the same computations as inQ′,
first sends as a single message the(l1 + c) + l2 qubitsA2N . After receivingA2N , Alice appliesVx onA
followed by her appropriate unitary transformation onAN viz. the unitary transformation of Alice inQ′ on
the qubits ofAN after she has received the first two messages of Bob. The global state of all the qubits of
Alice and Bob at this point in protocolQ is the same as the global state of all the qubits of Alice and Bob at
the point in protocolQ′ just after Alice has finished generating her second message but before she has sent
it to Bob. This is because unitary transformations on disjoint sets of qubits commute. After this, protocolQ
proceeds as protocolQ′. In protocolQ Bob starts the communication, the communication goes on fort− 1
rounds, and the first message of Bob of length(l1 + c) + l2 viz. A2N contains a safe overhead viz.A2 of
l1 + c qubits.

This completes the proof of Lemma 3.

Remark: The proof of Lemma 3 requires the global state of all the qubits of Alice and Bob to be pure
at all times during the execution of protocolP, when Alice’s and Bob’s inputs are in computational basis
states. This is because we use the machinery of purificationsin the proof. The proof also ensures that the
purity property holds for the final protocolQ.

4 The round elimination lemma

We now prove the classical and quantum versions of our stronground elimination lemma in Sections 4.1
and 4.2 respectively. The round elimination lemma is statedfor public coin protocols only. Since a public
coin classical randomised protocol can be converted to a private coin classical randomised protocol at the
expense of an additive increase in the communication complexity by at most logarithm of the total bit size
of the inputs [New91], we also get a similar round elimination lemma for private coin classical randomised
protocols. A similar statement about round elimination canbe made for safe coinless quantum protocols;
for such protocols the safe overhead increases by an additional additive term that is at most logarithm of the
total bit size of the inputs. But since the statement of the round elimination lemma is cleanest for public
coin protocols, we give it below for such protocols only.

4.1 Classical

Lemma 4 (Round elimination lemma, classical version)Supposef : X ×Y → Z is a function. Suppose
the communication gamef (n),A has a[t; l1, . . . , lt]A public coin randomised protocol with error less than

δ. Then there is a[t − 1; l2, . . . , lt]
B public coin randomised protocol forf with error less thanǫ ∆

=
δ + (1/2)(2l1 ln 2/n)

1/2.
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Proof: Suppose the given protocol forf (n),A has error̃δ < δ. Defineǫ̃ ∆
= δ̃+(1/2)(2l1 ln 2/n)

1/2. To prove
the round elimination lemma it suffices to give, by the harderdirection of Yao’s minimax lemma [Yao77], for
any probability distributionD onX×Y, a[t−1; l2, . . . , lt]

B deterministic protocolP for f with ǫPD ≤ ǫ̃ < ǫ.
To this end, we will first construct a probability distributionD∗ onX n× [n]×Y as follows: Choosei ∈ [n]
uniformly at random. Choose independently, for eachj ∈ [n], (xj , yj) ∈ X × Y according to distribution
D. Sety = yi and throw awayyj, j 6= i. By the easier direction of Yao’s minimax lemma, we get a
[t; l1, . . . , lt]

A deterministic protocolP∗ for f (n),A with ǫP
∗

D∗ ≤ δ̃ < δ. In P∗, Alice getsx1, . . . , xn ∈ X ,
Bob getsi ∈ [n], y ∈ Y and copies ofx1, . . . , xi−1. We shall construct the desired protocolP from the
protocolP∗.

In P∗, let Alice’s and Bob’s inputs be distributed according toD∗. Let the input to Alice be denoted

by the random variableX ∆
= X1 · · ·Xn, whereXi is the random variable corresponding to theith input to

Alice. Let the random variablesY,I correspond to the inputsy, i respectively of Bob. LetM denote the ran-
dom variable corresponding to the first message of Alice inP∗. Define probability distributionD∗

i;x1,...,xi−1

onX n × [n] × Y to be the distributionD∗ conditioned onI = i andX1, . . . ,Xi−1 = x1, . . . , xi−1. De-
fine probability distributionD∗

i;y;x1,...,xi
onX n × [n] × Y to be the distributionD∗ conditioned onI = i,

Y = y andX1, . . . ,Xi = x1, . . . , xi. Let ǫP
∗

D∗;i;x1,...,xi−1
denote the average error ofP∗ under distribution

D∗
i;x1,...,xi−1

. Using Fact 4 and the fact that under distributionD∗ X1, . . . ,Xn are independent random
variables, we get that

Ei,X [I((Xi :M) | X1, . . . ,Xi−1 = x1, . . . , xi−1)] = E
i
[I(Xi :MX1 · · ·Xi−1)]

= I(X:M)
n

≤ l1
n .

(1)

Also,
δ̃ ≥ ǫP

∗

D∗ = E
i,X

[
ǫP

∗

D∗;i;x1,...,xi−1

]
. (2)

Above, the expectations are under distributionD∗ and the mutual informations are for protocolP∗ with its
inputs distributed according toD∗.

For anyi ∈ [n], x1, . . . , xi−1 ∈ X , let us now define the[t; l1, . . . , lt]A private coin randomised protocol
P ′
i;x1,...,xi−1

for the functionf in terms of protocolP∗ as follows: Alice is givenx ∈ X and Bob is given
y ∈ Y. Bob setsI = i, and both Alice and Bob setX1, . . . ,Xi−1 = x1, . . . , xi−1. Alice tosses a fresh
private coin to chooseXi+1, . . . ,Xn ∈ X , where eachXj , i+1 ≤ j ≤ n is chosen independently according
to the marginal distribution onX induced byD. Alice setsXi = x and Bob setsY = y. They then run

protocolP∗ on these inputs. The probability thatP ′
i;x1,...,xi−1

makes an error for an input(x, y), ǫ
P ′
i;x1,...,xi−1

x,y ,
is the average probability of error ofP∗ under distributionD∗

i;y;x1,...,xi
. Hence, the average probability of

error ofP ′
i;x1,...,xi−1

under distributionD,

ǫ
P ′
i;x1,...,xi−1

D = ǫP
∗

D∗;i;x1,...,xi−1
. (3)

LetM ′ denote the random variable corresponding to Alice’s first message andX ′ denote the random variable
Xi, when Alice’s and Bob’s inputs are distributed according toD in P ′

i;x1,...,xi−1
. Then

I((Xi :M) | X1, . . . ,Xi−1 = x1, . . . , xi−1) = I(X ′ :M ′), (4)

where the left hand side refers to the mutual information in protocol P∗ when its inputs are distributed
according toD∗ and the right hand side refers to the mutual information in protocolP ′

i;x1,...,xi−1
when its

inputs are distributed according toD.
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Using Lemma 2 and equations (3) and (4), we get a[t−1; l2, . . . , lt]
B deterministic protocolPi;x1,...,xi−1

for f with

ǫ
Pi;x1,...,xi−1

D ≤ ǫ
P ′
i;x1,...,xi−1

D + 1
2((2 ln 2)I(X

′ :M ′))1/2

= ǫP
∗

D∗;i;x1,...,xi−1
+ 1

2 ((2 ln 2)I((Xi :M) | X1, . . . ,Xi−1 = x1, . . . , xi−1))
1/2.

(5)

We have that (note that the expectations below are under distribution D∗ and the mutual informations are
for protocolP∗ with its inputs distributed according toD∗)

E
i,X

[
ǫ
Pi;x1,...,xi−1

D

]
≤ E

i,X

[
ǫP

∗

D∗;i;x1,...,xi−1

]
+

1

2
E
i,X

[
((2 ln 2)I((Xi :M) | X1, . . . ,Xi−1 = x1, . . . , xi−1))

1/2
]

≤ E
i,X

[
ǫP

∗

D∗;i;x1,...,xi−1

]
+

1

2

(
(2 ln 2) E

i,X
[I((Xi :M) | X1, . . . ,Xi−1 = x1, . . . , xi−1)]

)1/2

≤ δ̃ +
1

2

(
2l1 ln 2

n

)1/2

= ǫ̃.

The first inequality follows from (5), the second inequalityfollows from the concavity of the square root
function and the last inequality from (1) and (2).

Thus, we can immediately see that there existi ∈ [n] andx1, . . . , xi−1 ∈ X such thatǫ
Pi;x1,...,xi−1

D ≤ ǫ̃.

Let P ∆
= Pi;x1,...,xi−1. P is our desired[t − 1; l2, . . . , lt]

B deterministic protocol forf with ǫPD ≤ ǫ̃, thus
completing the proof of the round elimination lemma.

4.2 Quantum

Lemma 5 (Round elimination lemma, quantum version) Supposef : X×Y → Z is a function. Suppose
the communication gamef (n),A has a[t; c; l1, . . . , lt]A safe public coin quantum protocol with error less
than δ. Then there is a[t − 1; c + l1; l2, . . . , lt]

B safe public coin quantum protocol forf with error less

thanǫ ∆
= δ + (1/2)(8l1 ln 2/n)

1/2.

Proof: (Sketch) The proof is very similar to the proof of Lemma 4. We just pointout some important
things below. Note that in the quantum setting, the upper bound in (1) is 2l1

n by Fact 6(c). Also, in the
definition of protocolP ′

i;x1,...,xi−1
, instead of feeding probabilistic mixtures for the inputsXi+1, . . . ,Xn,

Alice feeds appropriate pure states (pure states that wouldgive the correct probabilistic mixture were they to
be measured in the computational basis). Equations 3 and 4 continue to hold because protocolP∗ is secure.
Since the global state of all the qubits of Alice and Bob is pure at all times during the execution of protocol
P ′
i;x1,...,xi−1

when Alice’s and Bob’s inputs are in computational basis states, Lemma 3 can now be used to

get the[t− 1; c+ l1; l2, . . . , lt]
B safe coinless quantum protocolPi;x1,...,xi−1 for f .
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5 Optimal lower bounds for predecessor

In this section, we prove our (optimal) lower bounds on the query complexity of static predecessor searching
in the cell probe model with randomised or address-only quantum query schemes.

Theorem 1 Suppose there is a(nO(1), (logm)O(1), t) randomised cell probe scheme for the(m,n)-static
predecessor problem with error probability less than1/3. Then,

(a) t = Ω
(

log logm
log log logm

)
as a function ofm;

(b) t = Ω
(√

logn
log logn

)
as a function ofn.

The same lower bound also holds for address-only quantum cell probe schemes for static predecessor
searching.

Proof: The proof is similar to the proof of the lower bound for predecessor in [MNSW98], but with different
parameters, and using our stronger round elimination lemmain its classical version (Lemma 4).

By Fact 1, it suffices to consider communication protocols for the rank parity communication game

PARlogm,n. Letn = 2(log logm)2/ log log logm. Let c1
∆
= (2 ln 2)62. For any given constantsc2, c3 ≥ 1, define

a
∆
= c2 log n b

∆
= (logm)c3

t
∆
=

log logm

(c1 + c2 + c3) log log logm
.

We will show thatPARlogm,n does not have(2t, a, b)A public coin randomised communication protocols
with error less than1/3, thus proving both the desired lower bounds for the predecessor problem.

Given a(2t, a, b)A public coin protocol forPARlogm,n with error probability at mostδ, we can get a

(2t, a, b)A public coin protocol forPAR(c1at2),A
logm

c1at
2 ,n

with error probability at mostδ by Fact 2. Using Lemma 4,

we get a(2t − 1, a, b)B public coin protocol forPAR logm

c1at
2 ,n

, but the error probability increases to at most

δ + (12t)−1. By Fact 3, we get a(2t − 1, a, b)B public coin protocol forPAR(c1bt2),B
logm

c1at
2−log(c1bt2)−1, n

c1bt
2

with

error probability at mostδ + (12t)−1. From the given values of the parameters, we see thatlogm
(2c1at2)t

≥
log(c1bt

2)+1. This implies that we also have a(2t−1, a, b)B public coin protocol forPAR(c1bt2),B
logm

2c1at
2 ,

n

c1bt
2

with

error probability at mostδ + (12t)−1. Using Lemma 4 again, we get a(2t − 2, a, b)A public coin protocol
for PAR logm

2c1at
2 ,

n

c1bt
2
, but the error probability increases to at mostδ + 2(12t)−1.

We do the above steps repeatedly. We start off with a(2t, a, b)A public coin protocol forPARlogm,n

with error probability less than1/3. After applying the above stepsi times, we get a(2t− 2i, a, b)A public
coin protocol forPAR logm

(2c1at
2)i

, n

(c1bt
2)i

with error probability less than1/3 + 2i(12t)−1.

By applying the above stepst times, we finally get a(0, a, b)A public coin randomised protocol for the
problemPAR logm

(2c1at
2)t

, n

(c1bt
2)t

with error probability less than1/3+2t(12t)−1 = 1/2. From the given values

of the parameters, we see thatlogm(2c1at2)t
≥ (logm)Ω(1) and n

(c1bt2)t
≥ nΩ(1). Thus, we get a zero round

protocol for a rank parity problem on a non-trivial domain with error probability less than1/2, which is a
contradiction.
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In the above proof, we are tacitly ignoring “rounding off” problems. We remark that this does not affect
the correctness of the proof.

Finally we observe that by using Lemma 3, one can prove that the same lower bound holds for address-
only quantum cell probe schemes for static predecessor.

6 The ‘greater-than’ problem

We illustrate another application of the round eliminationlemma to communication complexity by proving
improved rounds versus communication tradeoffs for the ‘greater-than’ problem.

Theorem 2 The bounded error public coin randomisedt-round communication complexity ofGTn is lower
bounded byΩ(n1/tt−2). For bounded error quantum protocols with input-independent prior entanglement
for GTn, we have a lower bound ofΩ(n1/tt−1).

Proof: We recall the following reduction fromGT(k),A
n/k to GTn (see [MNSW98]): InGT(k),A

n/k , Alice is

givenx1, . . . , xk ∈ {0, 1}n/k , Bob is giveni ∈ [k], y ∈ {0, 1}n/k , and copies ofx1, . . . , xi−1, and they

have to communicate and decide ifxi > y. To reduceGT(k),A
n/k to GTn, Alice constructŝx ∈ {0, 1}n by

concatenatingx1, . . . , xk, Bob constructŝy ∈ {0, 1}n by concatenatingx1, . . . , xi−1, y, 1
n(1−i/k). It is easy

to see that̂x > ŷ iff xi > y.
Suppose there is at-round bounded error public coin randomised protocol forGTn with communication

complexityc. We can think of the protocol as a(t, c, c)A public coin randomised protocol with error proba-

bility less than1/3. Supposen ≥ kt, wherek ∆
= (2 ln 2)(3t)2c. Applying the self-reduction and Lemma 4

alternately fort stages gives us a zero round protocol for the ‘greater-than’problem on a non-trivial domain
with error probability less than1/2, which is a contradiction. Thus,c = Ω(n1/tt−2).

In the above proof, we are tacitly ignoring “rounding off” problems. We remark that this does not affect
the correctness of the proof.

Finally, we observe that for bounded error quantum protocols with input-independent prior entanglement
for GTn, one can improve the lower bound toΩ(n1/tt−1) by exploiting the fact that by definition, a quantum
protocol sends fixed length messages independent of the input.

7 Conclusion and open problems

In this paper, we proved a lower bound for the randomised and address-only quantum query complexity of
a cell probe scheme for the static predecessor searching problem. Our lower bound matches the determin-
istic cell probe upper bound of Beame and Fich. We proved our lower bound by proving a strong round
elimination lemma in communication complexity. Our round elimination lemma improves on the round
elimination lemma of Miltersen, Nisan, Safra and Wigderson, and is crucial to proving our optimal lower
bound for predecessor searching. Our strong round elimination lemma also gives us improved rounds versus
communication tradeoffs for the ‘greater-than’ problem. We believe that our round elimination lemma is
of independent interest and should have other applications. In fact recently, Chakrabarti and Regev [CR03]
have proved an optimal lower bound for randomised cell probeschemes for theapproximate nearest neigh-
bour searching problem on the Hamming cube{0, 1}d. Their proof uses the classical version of our round
elimination lemma and combines it with amessage switchingargument, drawing on the message com-
pression ideas of Jain, Radhakrishnan and Sen [JRS03], for classical communication protocols that further
exploits the asymmetry in the message lengths of Alice of Bob.
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We believe that our work brings out an interesting fact. Sometimes, in order to prove lower bound
results, it helps to work in a more general model of computation. Of course, this makes the task of proving
lower bounds harder, but also we now have more tools and techniques at our disposal. This sometimes
enables us to attack the problem in a clearer fashion, without letting irrelevant details about the restricted
model distract us. In our case, our attempt to prove a lower bound result in the more general address-only
quantum cell probe model led us to make better use of powerfultools from information theory, which finally
enabled us to prove optimal lower bounds for predecessor in the randomised cell probe model! Also, the
information-theoretic approach gives us a simpler and clearer lower bound proof as compared to previous
lower bound proofs for predecessor.

The lower bound for predecessor searching for quantum cell probe schemes works only if the query
scheme isaddress-only. If the query scheme is not address-only, the asymmetry in the message lengths of
Alice and Bob in the corresponding quantum communication protocol breaks down. For a general quantum
query scheme, it is an open problem to prove non-trivial lower bounds for static data structure problems.

Themessage switchingidea of Chakrabarti and Regev [CR03] works for classical communication pro-
tocols only. Thus, their lower bound for approximate nearest neighbour searching on the Hamming cube
holds for classical cell probe schemes only. Our round elimination lemma alone does not seem to be able to
fully exploit the asymmetry in the message lengths of Alice and Bob in a communication protocol for this
problem. Proving a non-trivial lower bound for this problemin the address-only quantum cell probe model
remains an open problem.
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A The average encoding theorem

A.1 Classical

In this subsection, we give a self-contained classical proof, without using quantum information theory, of
Fact 5. We first recall the definition of a classical information-theoretic quantity calledrelative entropy, also
known asKullback-Leibler divergence.

Definition 10 (Relative entropy) Let P andQ be probability distributions on the same sample spaceΩ.
Therelative entropybetweenP andQ is defined as

S(P‖Q)
∆
=
∑

x∈Ω

P (x) log

(
P (x)

Q(x)

)
.

We now require a non-trivial fact from classical information theory, which upper bounds the total vari-
ation distance of a pair of probability distributions in terms of their relative entropy. A proof of the fact can
be found in [CT91, Lemma 12.6.1].

Fact 10 LetP andQ be probability distributions on the same finite sample spaceΩ. Then,

‖P −Q‖1 ≤
√
(2 ln 2)S(P‖Q).

We can now prove Fact 5.

Fact 5 (Average encoding theorem, classical version)LetX,M be correlated random variables. Letpx
denote the (marginal) probability thatX = x, andΠx denote the conditional distribution ofM given that
X = x. LetΠ denote the (marginal) probability distribution ofM i.e. Π =

∑
x pxΠ

x. Then,

∑

x

px‖Πx −Π‖1 ≤
√
(2 ln 2)I(X :M).

Proof: Let X , M be the finite ranges of random variablesX, M respectively. We define two probability
distributionsP , Q on X × M. In distributionP , the probability of(x,m) ∈ X × M is px · πxm, where
πxm is the conditional probability thatM = m given thatX = x. In distributionQ, the probability of
(x,m) ∈ X ×M is px · πm, whereπm is the (marginal) probability thatM = m i.e. πm =

∑
x pxπ

x
m.

It is easy to check thatS(P‖Q) = I(X : M) and‖P − Q‖1 =
∑

x px‖Πx − Π‖1. The result now
follows by applying Fact 10 toP andQ.
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A.2 Quantum

In this subsection, we give a proof of Fact 9. We first recall some basic definitions and facts from quantum
information theory. Letρ andσ be density matrices in the same finite dimensional Hilbert spaceH. The
fidelity (also called Uhlmann’s transition probability or the Bhattacharya coefficient) ofρ andσ is defined

asB(ρ, σ)
∆
= ‖√ρ√σ‖1. The von Neumann relative entropybetweenρ andσ is defined asS(ρ‖σ) ∆

=
Tr (ρ(log ρ− log σ)).

Jozsa [Joz94] gave an elementary proof for finite dimensional Hilbert spaces of the following basic and
remarkable property about fidelity.

Fact 11 Let ρ, σ be density matrices in the same Hilbert spaceH. LetK be a disjoint Hilbert space such
thatdim(K) ≥ dim(H). Then for any purification|ψ〉 of ρ in H⊗K, there exists a purification|φ〉 of σ in
H⊗K such thatB(ρ, σ) = |〈ψ|φ〉|.

For two probability distributionsP,Q on the same sample spaceΩ, their fidelity is defined asB(P,Q)
∆
=∑

x∈Ω

√
P (x)Q(x). We will need the following result about fidelity proved by Fuchs and Caves [FC95].

Fact 12 Letρ, σ be density matrices in the same Hilbert spaceH. ThenB(ρ, σ) = inf
M
B(Mρ,Mσ), where

M ranges over POVM’s onH. In fact, the infimum above can be attained by a complete von Neumann
measurement onH.

The following fundamental fact (see e.g [NC00]) states thatthe relative entropy can only decrease on
performing a measurement.

Fact 13 (Monotonicity of relative entropy) Let ρ, σ be density matrices in the same finite dimensional
Hilbert spaceH. LetM be a POVM onH. Then,S(Mρ‖Mσ) ≤ S(ρ‖σ).

We require the following explicit expression for the trace distance of two pure states (see e.g. [NC00]).

Fact 14 For pure states|ψ〉 and |φ〉 in the same Hilbert space,‖|ψ〉〈ψ| − |φ〉〈φ|‖1 = 2
√
1− |〈ψ|φ〉|2.

The following information-theoretic fact follows easily from the definitions.

Fact 15 Let X,M be quantum systems with some joint density matrix, whereX is a classical random
variable. Letpx denote the (marginal) probability thatX = x andρx denote the conditional density matrix
of M given thatX = x. Let ρ denote the reduced density matrix ofM . Note thatρ =

∑
x pxρ

x. Then,
I(X :M) =

∑
x pxS(ρ

x‖ρ).
We now recall the following direct connection between relative entropy and fidelity observed in the

classical setting by [DHR78], and in the quantum setting by Klauck (private communication).

Fact 16 Letρ andσ be two density matrices in the same Hilbert space. Then,

1−B(ρ, σ) ≤ (ln 2)S(ρ‖σ)
2

.

Proof: Let M be the complete von Neumann measurement that achieves the infimum in Fact 12. Let

Ω denote the set of possible (classical) outcomes ofM. Define probability distributionsP ∆
= Mρ and

Q
∆
= Mσ. From Fact 13 and concavity of thelog function it follows that

−S(ρ‖σ)
2

≤ −S(P‖Q)

2
=
∑

x∈Ω

P (x) log

√
Q(x)

P (x)

≤ log
∑

x∈Ω

√
Q(x)P (x) = logB(P,Q) = logB(ρ, σ).

26



Thus,B(ρ, σ) ≥ 2−S(ρ‖σ)/2 = exp(−(ln 2)S(ρ‖σ)/2) ≥ 1− ((ln 2)S(ρ‖σ)/2).
We can now prove Fact 9.

Fact 9 (Average encoding theorem, quantum version)Let X,M be quantum systems with some joint
density matrix. LetX be a classical random variable andpx denote the (marginal) probability thatX = x.
LetH denote the Hilbert space ofM andρx denote the conditional density matrix ofM given thatX = x.
Let ρ denote the reduced density matrix ofM . Note thatρ =

∑
x pxρ

x. LetK denote a disjoint Hilbert
space such thatdim(K) ≥ dim(H). Let |ψx〉 be purifications ofρx in H⊗K. Then there exist purifications
|φx〉 of ρ in H⊗K such that

∑

x

px‖|ψx〉〈ψx| − |φx〉〈φx|‖1 ≤
√
(4 ln 2)I(X :M).

Proof: Using the concavity of the square root function, Facts 15, 11, 14, 16, and the fact that fidelity is
always at most1, we get

√
I(X :M) =

√∑

x

pxS(ρx‖ρ) ≥
∑

x

px

√
S(ρx‖ρ) ≥

∑

x

px

√
2(1 −B(ρx, ρ))

ln 2

≥
∑

x

px

√
1− (B(ρx, ρ))2

ln 2
=
∑

x

px

√
1− |〈ψx|φx〉|2

ln 2
=
∑

x

px
‖|ψx〉〈ψx| − |φx〉〈φx|‖1√

4 ln 2
.
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