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Fault Tolerant Control for Networked Mobile Robots

Pietro Pierpaoli1, Dominique Sauter2, and Magnus Egerstedt1

Abstract— Teams of networked autonomous agents have been
used in a number of applications, such as mobile sensor
networks and intelligent transportation systems. However, in
such systems, the effect of faults and errors in one or more of the
sub-systems can easily spread throughout the network, quickly
degrading the performance of the entire system. In consensus-
driven dynamics, the effects of faults are particularly relevant
because of the presence of unconstrained rigid modes in the
transfer function of the system. Here, we propose a two-stage
technique for the identification and accommodation of a biased-
measurements agent, in a network of mobile robots with time
invariant interaction topology. We assume these interactions to
only take place in the form of relative position measurements.
A fault identification filter deployed on a single observer agent
is used to estimate a single fault occurring anywhere in the
network. Once the fault is detected, an optimal leader-based
accommodation strategy is initiated. Results are presented by
means of numerical simulations and robot experiments.

I. INTRODUCTION

Cooperation in multi-agent systems can lead to highly

coordinated behaviors even when individual agents in the

network have limited skills and information. For instance, a

team of cooperating robots can efficiently adapt to changes

in the environment and perform sequential tasks, with po-

tentially limited supervision. The degree of interaction de-

pends on the sensor and communication architectures, and

can be conveniently modeled using elements from graph

theory [1], [2].

As an example, consensus theory constitutes a fundamen-

tal tool for the design of control and estimation protocols

in multi-agent systems [3]. Despite their efficiency and ver-

satility, consensus-based algorithms are vulnerable to drift,

and therefore, measurements errors and hardware faults can

introduce disturbances that are difficult to correct [4].

This paper addresses this problem in the context of

Fault Tolerant Control Systems (FTCS). The study of FTCS

addresses the design of active control systems capable of

automatically detecting a fault and performing the actions

required in order to maintain acceptable performances [5].

FTCS design inherently involves a multi-stage process: first,

a Fault Detection and Identification (FDI) system must

provide precise information about the fault; then, during

the Fault Accommodation (FA) (or mitigation) stage, an

appropriate control compensates for the fault.

In this paper we describe a Fault Identification Filter (FIF)

to be deployed on multi-agent robotic systems, performing
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linear agreement (consensus) and formation control proto-

cols. The proposed technique relies on a bank of linear

observers deployed on board of an observer agent in charge

of detecting a single, time-invariant fault occurring in any

of the nodes of the network, including itself. Once the fault

is detected, a leader, not necessarily corresponding to the

observer, compensates for it. We consider the underlying

graph representing the interaction between the agents to be

fixed in time and completely controllable with respect to the

leader node; we also assume robots interactions to occur as

relative distance measurements only.

A. Related Work

Many different approaches have been proposed for the

design of fault tolerant distributed Network Control Systems

(NCS) (see for example [6] and references therein). In

the context of distributed networked agents equipped with

sensors, both noise and faults make measurements unreliable,

which has been approached using distributed Kalman filter-

ing [7], Bayesian [8] and Dempster-Shefer frameworks [9].

When the states of the agents directly depends on neighbors’

relative states, the ability to restore the nominal pre-fault

performance, becomes more complex, and depends on the

underlying interaction graph between the nodes. To this end,

the problem of networked control systems usually targets the

selection of valid control nodes and the study of the interac-

tion betwen topology and controllability [10], [11], [12].

In robotics, fault tolerant controls have been investigated

in many different contexts, including, for example, flight

control systems [13], manipulators [14], and quadrocopters

subject to the loss of motors [15]. Resilience of multi-agent

robotic systems to errors, faults, and adversarial attacks has

also been investigated. In [16], fault-resistance is achieved

by assuming agents controlled by independent probabilistic

processes. However, when agents’ controllers depend on

neighbors’ state, the spreading of faults and errors becomes

difficult to control.

In [17] a filter composed by a bank of linear observers,

where each observer can detect faults in one of its nearest

neighbors is proposed. After fault occurrence, the faulty node

is assumed to be removed from the network. Heterogeneous

multi-agent systems are considered in [18], where a LMI-

based solution to the distributed FDI problem is proposed.

Multiple and simultaneous faults occurring in each agent

and its nearest neighbors were detected considering environ-

mental noise and disturbances. In [19], misbehaving nodes

are studied in the context of linear consensus dynamics,

where both genuine random faults and malicious messages
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are considered. The fault identification was then studied in

terms of the connectivity properties of the network.

The formulation used in this paper builds on the techniques

described in [20] and [21], in which a linear observer is

designed such that the filter residuals possess some desired

directional properties. The original idea was extended to

linear networked control systems with communication delays

in [22] and to discrete-time switched linear systems in [23].

In Section II we describe the dynamics of the robots and

the fault detection filter. In Section III, we discuss the leader

optimal FA strategy, presenting numerical simulations for a

multi-agent robotic system. In Section IV, we extend the

results to a formation control protocol, which was tested on

real robots. Final remarks are reported in Section V.

II. FAULT IDENTIFICATION FILTER UNDER PURE

CONSENSUS DYNAMICS

A. System Dynamics and Fault Modeling

Consider a collection of n mobile robots, located in

a planar connected, and compact domain D ⊂ R
2. Let

xi ∈ R
2, for i = 1 . . . , n, denote the ith agent’s position.

We assume each agent to interact with a non-empty set

of other robots. Generally, inter-agent interactions can be

conveniently described by an undirected graph G = (V,E),
where V is the set of n nodes representing the agents, and E

is an unordered list of node pairs corresponding to interacting

robots. We assume undirected networks, i.e., (i, j) = (j, i)
and we let G be connected and constant at all times.

The neighborhood set of agent i, denoted by Ni, i =
1, . . . , n, is the set of all vertexes connected to node i.

Also, mi is the degree of vertex i, defined as the number

of vertexes connected to node i, i.e. mi = |Ni|.
To start the development, we initially consider a team of

robots performing a consensus protocol, which represents

a general starting point for other more complex possible

behaviors. Assuming a discrete time model, with positive

step size ǫ, and temporally indexed by k, the update equation

for agent i is

xi(k + 1) = xi(k)− ǫ
∑

j∈Ni

(xi(k)− xj(k)) i = 1, . . . , n.

(1)

The behavior emerging from the dynamics in (1) is a

pure consensus dynamics, leading to the rendezvous of the

agents at the centroid of their initial configuration (see for

example [2] and references therein).

We write the complete state of the system in the compact

form x = [xT
1 , . . . , x

T
n ]

T , where x ∈ R
2n. It is possible to

represent the complete update equation as:

x(k + 1) = Ax(k) (2)

where, A = (I2n − ǫL⊗ I2) ∈ R
2n×2n, ⊗ is the Kronecker

product, Ip the identity matrix of size p× p, and L ∈ R
n×n

is the Laplacian of G.

Now, assume that at time step kd > 0, an a-priori unknown

agent, indexed by i∗ experiences a fault. Without loss of

generality, we model this fault as an exogenous velocity input

δ ∈ R
2 acting on the system; therefore, including the fault in

the state update equation (2) leads to the switched system:

x(k + 1) = Ax(k) + ǫFi∗ δ ν(k) (3)

ν(k) =

{

1 if k ≥ kd

0 if k < kd,
(4)

where Fi∗ ∈ R
2n×2 is the fault distribution matrix corre-

sponding to the unknown faulty agent, and defined as:

Fi∗ = ei∗ ⊗ I2,

where ei∗ is the i∗th canonical vector of appropriate size.

A possible interpretation for the fault δ can be given

as follows. The interaction between the agents occurs in

the form of relative distance measurements; therefore, the

measurements for agent i, yi(k) ∈ R
2mi , i = 1, . . . , n, are:

yi(k) =







xi(k)− xj1 (k)
...

xi(k)− xjmi
(k)






= Cix(k), (5)

where the indexes j1, . . . , jmi
indicate the neighbors of agent

i and Ci ∈ R
2mi×2n is the corresponding measure matrix.

The state update equation can then be written in terms of the

measurements as:

xi(k + 1) = xi(k)− ǫ(1T
mi

⊗ I2) yi(k), (6)

where 1m ∈ R
m is a vector having all its elements equal

to 1. At time step kd, agent i∗ experiences a fault in one or

more of its sensors. Denoting by mi∗ the degree of node i∗,

we assume each of the post-fault measurements to be biased

by a non-homogeneous term δi∗j ∈ R
2, with j = 1, . . . ,mi∗ .

Then, the vector of measurements for the faulty agent is:

yi∗(k) =







xi∗(k)− xj1 (k) + δi∗j1
...

xi∗(k)− xjm
i∗
(k) + δi∗jm

i∗






= Ci∗ x+ δ̂ (7)

where δ̂ = [δTi∗j1 , . . . , δ
T
i∗jm

i∗

]T , is the compact represen-

tation of all faults corresponding to each neighbor in Ni∗ .

By applying (7) to (6), by inspection we note that the fault

acting on the system in (3) corresponds in this case to:

δ = −(1T
mi∗

⊗ I2) δ̂.

B. Fault Observer Design

We now turn our discussion to the design of the filters

deployed on the one agent of the team in charge of detecting

and estimating a fault in any robot of the team, including

itself. We refer to this agent as the observer agent, and we

denote quantities relative to it with a subscript o; e.g., Co

represents the observer agent’s measurements matrix.

Remark 2.1: The purpose of the observer o is to:

• find the index i∗ corresponding to the faulty agent;

• estimate the fault vector δ;

• find the time of fault occurrence kd.

With reference to Fig. 1, consider a bank of n filters, each

designed to detect a fault in a specific agent of the team.



Note that by defining n filters, we allow the observer to be

the faulty agent and being capable of detecting itself as the

faulty agent. The common input for each filter in the bank

is the observer measure yo(k), while each filter outputs a

set of signals called residuals. When residuals are sensitive

to only a single fault the design belongs to the category of

Fault Isolation Filter (FIF). We denote quantities associated

with each filter of the bank by the subscript i.

α1(k) γ1(k)

K1

α2(k) γ2(k)

K2

αn(k) γn(k)

Kn

yo(k)

. . .

Fault Identification Filter

Fig. 1: Bank of fault identification filters deployed on the

observer. Common input is the observer’s measure yo(k) and

outputs are 2n residuals. Ki is the gain of the ith filter.

Assuming a linear state observer for the dynamics in (2),

the update equation for the state estimate in the ith filter is:

x̂
i
o(k + 1) = (A−KiCo)x̂

i
o(k) +Ki yo(k)

ŷio(k) = Co x̂
i
o(k).

(8)

Following the approach described in [21], we derive a

formulation for the gain Ki such that the filter outputs

have some desired directional properties. To this end, the

estimation error in filter i at time k is ei(k) = x(k)− x̂o(k),
and under the effect of the fault we have:

ei(k + 1) = (A−KiCo)ei(k) + ǫFi δ

qi(k) = Co ei(k),
(9)

where qi(k) is the residual relative to the filter i. In a similar

way, denoting with ēi(k) and q̄i(k) i
th filter’s estimate error

and the residual for the system not subject to the fault

respectively, we have:

ēi(k + 1) = (A−KiCo)ēi(k)

q̄i(k) = Co ēi(k).
(10)

We now introduce the concept of fault detectability index

required for the definition of the FIF.

Definition 2.2: For the linear time invariant system (3) the

fault detectability index ρi∗ ∈ R is

ρi∗ = min{v : CoA
v−1Fi∗ 6= 0, v = 1, 2, . . . }. (11)

as defined in [20].

If G is connected, the system has finite fault detectability

index. Before proving this result we introduce the following

lemma, by slightly reformulating the result in [24].

Lemma 2.3: If G = (V,E) is connected and ǫ ≤ 1
max(mi)

,

for i = 1, . . . , n, then the matrix A in (2) is stochastic.

Proof: The matrix A ∈ R
2n×2n is row stochastic if

its entries satisfy 0 ≤ Aij ≤ 1, for all i, j = 1, ..., 2n and
∑2n

j=1 Aij = 1, for all i = 1, . . . , 2n. From the definition of

the Laplacian of G,
∑n

j=1 −ǫLij = 0, for all i = 1, . . . , n.

Then, since A = (I2n − ǫL⊗ I2), we note that
∑2n

j=1 Aij =

1−
∑2n

j=1 ǫ(L⊗ I2)ij = 1, for all i = 1, . . . , 2n.

Again, by definition of the graph Laplacian, we have Lii =
mi (where mi ≥ 1 since G is connected), Lij = −1 if

(i, j) ∈ E, and Lij = 0 otherwise. Then, since the only non-

null elements of A are A(2i−1)(2i−1) = A(2i)(2i) = 1− ǫmi,

for i = 1, . . . , n, and A(2i−1)(2j−1) = A(2i)(2j) = ǫ, for

(i, j) ∈ E, A is stochastic if conditions:

0 ≤ 1− ǫmi ≤ 1 0 ≤ ǫ ≤ 1 (12)

are satisfied. Finally, since mi ≥ 1 and ǫ > 0, both (12) hold

if and only if ǫ ≤ 1
max(mi)

.

For the graph G, the geodesic distance between a pair of

nodes is the length of the shortest path connecting them. We

introduce the geodesic function g : V × V → N and gi,j is

the geodesic distance between nodes i and j.

Theorem 2.4: Under the hypotheses of Lemma 2.3, the

fault detectability index corresponds to the geodesic distance,

i.e. ρi∗ = go,i∗ .

Proof: Consider a discrete time random walk on

G governed by the stochastic transition matrix A. Denot-

ing with F̂ (0) ∈ R
2n×2 the initial probability distribu-

tion of two independent processes over G, we note that

F̂ (v) = [F̂1(v), F̂2(v)] = AvF̂ (0) represents the probability

distribution of the walks at time step v. Then, by definition

of Fi∗ = ei∗ ⊗ I2, the process described by F̂ (v) = AvFi∗ ,

can also be interpreted as the probability distributions of two

identical walks at step v, both started at node i∗.

After v = go,i∗−1 steps, the probability that the walk (both

walks are identical) reached node o is zero, and therefore

F̂oℓ(go,i∗−1) = 0. Similarly, after the same number of steps,

it is easy to verify that:

∃ j ∈ No go,i∗ − 1 = min{v : F̂jℓ(v) 6= 0}, (13)

where ℓ = 1, 2 is the index of the walks. From the definition

of the measurements matrix Co in (5), for walk ℓ we write:

CoF̂ℓ(go,i∗ − 1) =







F̂oℓ(go,i∗ − 1)− F̂j1ℓ(go,i∗ − 1)
...

F̂oℓ(go,i∗ − 1)− F̂jmo
ℓ(go,i∗ − 1)







where, similarly to (5), indexes j1, . . . , jmo
correspond to

the neighbors of agent o. Finally, since F̂oℓ(go,i∗ − 1) = 0
and (13) we conclude that:

min{v : CoA
v−1Fi∗ 6= 0} = go,i∗ , (14)

and from Definition 2.2, it follows that ρi∗ = go,i∗ .

In other words, the fault detectability index can be viewed

as the number of steps required for the fault to affect

an observer’s neighbor and therefore, being visible to the

observer itself. To this end, fault detectability in a network

can be studied similarly to its controllability [25].

Corollary 2.5: Under the hypothesis of Lemma 2.3, for

every choice of observer and faulty agent, a finite fault

detectability index always exists.



Proof: For all connected graphs there exists a finite

geodesic distance between each pair of nodes. Thus, this

result directly follows from Theorem 2.4.

Definition 2.6: The fault detectability matrix for the filter

i, namely Di ∈ R
2m×2, is defined as Di = Co Ψi, where

Ψi = Aρi−1ǫFi.

The following is a main result from [21].

Theorem 2.7: Assume the following parametrization:

Ki = ωiΠi + K̄iΣi (15)

with ωi = AΨi, Πi = (Di)
+ 1, Σi = βi(Imo

−DiΠi), where

ωi ∈ R
2n×2, Πi ∈ R

2×2mo and βi ∈ R
2m−2×2m is an arbi-

trarily chosen matrix such that the matrix Σi ∈ R
2m−2×2m

has full row rank; then, the following constraint is always

satisfied:

(A−KiCo)Ψi = 0

and we can write the residual at time k as:

qi(k) = q̄i(k) +Diδ(k − ρi) (16)

We refer the reader to [21] for the details of the proof.

Thanks to the particular parametrization introduced in The-

orem 2.7, for the system affected by the fault, the residual

qi(k) in (16) is given by the sum of two terms. The first term

is the residual of the fault-free system (10), while the second

term depends on the fault vector δ delayed by a quantity

dependent on the fault detectability index ρi.

Following the results from Theorem 2.7, substituting (15)

in (8) leads to the following final expression for the fault

identification filter i:

x̂
i
o(k + 1) = Ax̂i

o(k) + ωiαi(k) + K̄iγi(k), (17)

where:

αi(k) = Πi(yo(k)− Cox̂
i
o(k)) (18)

γi(k) = Σi(yo(k)− Cox̂
i
o(k)). (19)

Finally, substituting (16) in (18) and (19) leads to:

αi(k) = Πi(q̄i(k) +Diδ(k − ρi)) = Πiq̄i(k) + δ(k − ρi)

γi(k) = Σi(q̄i(k) +Diδ(k − ρi)) = Σiq̄i(k),

where we used that ΠiDi = I2 and ΣiDi = 0.

The last two equations verify the desired directional prop-

erties for the output residuals, αi(k) and γi(k). In fact,

we first note that γi(k) is decoupled from the fault and its

convergence to zero is guaranteed by the stability properties

of the fault-free filter (10) even under a non-zero error initial

state estimate [21]. Moreover, since q̄i is independent from

the fault, we have q̄1(k) = · · · = q̄n(k). Finally, as q̄i(k)
approaches zero, αi(k) converges to the fault δ(k − ρi).

The filter (17)-(19) is replicated on board of the observer

agent n times, providing the values of αi(k) and γi(k) for

i = 1, . . . , n, at all time steps k > 0. In order to guarantee

the correct detection of the fault occurring on the system,

three conditions must be satisfied. First, by denoting with

‖γi(k)‖ the Euclidean norm of the ith fault-free residual,

1A+ is the pseudoinverse (or Moore-Penrose inverse) of the matrix A

trustworthiness of the filter is verified when ‖γi(k)‖ < ǫ,

where ǫ ∈ R is a small positive tolerance. In addition, by

denoting with κ1, κ2 ∈ R, with κ2 < κ1, two positive fault

detection thresholds, uniqueness of the fault is guaranteed

when there exists only one residual above the threshold κ1,

while all other residuals are below the threshold κ2, i.e.:










∃! i, i = 1, . . . , n : ‖αi(k)‖ > κ1

∀j = 1, . . . , n, j 6= i : ‖αj(k)‖ < κ2

‖γi(k)‖ < ǫ

⇒











i∗ = i

kd = k − ρi

δ = αi(k)
(20)

We refer to the condition in (20) as the fault detection

condition.

So far nothing has been said about the choice of K̄i. The

directional properties of the residuals are not affected by the

particular choices of K̄i, however it represents an additional

degree of freedom in the FIF design. In [21] K̄i minimizes

the trace of the estimation error covariance matrix. In [22],

K̄i was designed with respect to the unknown disturbance.

C. Numerical Simulations for the Consensus Dynamics

We apply the results of the FIF introduced to a team of 9

mobile robots, with interaction topology as in Fig. 2.

1

2

3

5

4 6

8
9

7

Fig. 2: Interaction graph topology for a team of 9 robots.

Starting from random initial positions at time k = 0, with

ǫ = 0.02, the robots run the consensus dynamics (1). Here,

agent 5 acts as the observer agent, and agent 7 experiences

a fault δ = [2, 1]T , at kd = 8.

In Fig. 3 we note the two residuals αi∗(k) (top figure) and

γi∗(k) (bottom figure) over time. We observe the components

of the fault being correctly estimated in their magnitude (top)

and the state estimation error approaching zero from their ini-

tial non-zero error (bottom). This confirms the convergence

of the state estimate to the real state.

III. OPTIMAL FAULT ACCOMMODATION

In the previous section, we discussed the design of the

filters bank used by the observer in order to detect a fault

occurring in a node of the network. A generic fault was

modeled as an exogenous disturbance introduced in the

system. In this section, we turn our attention to the leader’s

accommodating input. In particular, we present an optimal

accommodation strategy to be employed by the leader in

order to control the robots’ centroid, i.e., move the centroid

to a predefined recovery position or maintain it to its pre-

fault position. Without loss of generality, denoting with

x̄(k) ∈ R
2 the centroid of the robots at time step k, where

x̄(k) = 1
n
(1T

n ⊗ I2)x(k), and with xf ∈ R
2 the desired final
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Fig. 3: Coupled residuals (top) represent the fault signals.

Uncoupled residuals (bottom) represent the estimation error.

position for x̄, leader’s objective is to provide the control

required such that, under the effect of the fault,

lim
k→∞

x̄(k) = xf . (21)

Note that, since the only information required by the leader

are the fault vector δ, the faulty agent index i∗, and the state

estimate x̂, it is reasonable to assume the leader coinciding

with the observer agent. However, if this information can be

communicated, this is not required to be necessarily the case.

A. Control of the Fault and Leader Estimation Filter

Given the discrete nature of a fault occurring on the system

at time step kd, the controlled dynamics can be represented

by the following switched controlled consensus:

xl(k + 1) = xl(k)− ǫ
∑

j∈Ni

(xl(k)− xj(k)) + u(k)

u(k)

{

6= 0 if k ≤ kd + ρi∗

= 0 if k > kd + ρi∗ .

(22)

where u(k) ∈ R
2 is the leader accommodation control at

time k. Similarly to what was discussed in the previous

section, using (22), the complete post-fault dynamics is:

x(k+1) = Ax(k)+Blu(k)+ ǫFi∗δ, k > kd+ ρi∗ , (23)

where Bl = ǫB̄l and B̄l ∈ R
2n×2 is the control matrix

defined by the choice of the leader agent, i.e., B̄l = el ⊗ I2.

From the post-fault dynamics (23), we can define the leader

state estimation filter by introducing the control in the filter

dynamics (8). Therefore, letting x̂l(k) be the state estimate

for the leader agent, we have:

x̂l(k + 1) = (A−Ki∗Cl)x̂l(k) +Ki∗ ŷl(k)+

Blu(k) + ǫFi∗δ

ŷl(k) = Cl x̂l(k).

(24)

In order for the leader to achieve the accommodation

objective in (21), the position of the system’s centroid is

required. If the state of the system at the initial time is known,

from the invariance of x̄(k) under the consensus dynamics,

for all k ≤ kd:

x̄(k) =
1

n
(1T

n ⊗ I2)x(0) = Mx(0), (25)

where the definition of M is clear by inspection of (25).

Conversely, if the leader does not know the state of the

system at the initial time, the position of robots’ centroid is

also unknown. However, from (24) we know that the leader’s

state estimate x̂l(k) also converges to the centroid of its

initial value. Assuming the leader measures its own position

xl(k), it is possible to correct the system state estimate x̂l

by the difference between leader’s own estimated position,

namely x̂l
l(k), and its measured one. Thus, the position of

the centroid at the time of the fault is:

x̄(kd) =
1

n
(1T

n ⊗ I2)(x̂l(kd)− (1n ⊗ I2)(x̂
l
l(k)− xl(k))).

B. Optimal Accommodation Control

We compute the accommodation control by solving a

closed-form receding horizon optimal control problem, in

which we assume the system to be completely controllable

via the agent l [26]. At each time step k > kd + ρi∗ , the

solution of the optimal control problem provides a sequence

of control inputs U(k) = {u(k+1), . . . , u(k+N−1)}, with

N being the length of the prediction horizon. The cost to be

minimized by the leader is:

min
u

N−1
∑

τ=0

‖u(k + τ)‖2dt. (26)

subject to the system dynamics and the desired xf :

x(k + 1) = Ax(k) +Blu(k) + ǫFi∗δ (27)

Mx(k +N) = xf . (28)

At the end of the horizon, under the control sequence Uk:

x(k+N) = A
N
x(k)+

N−1∑

τ=0

A
N−τ−1

Blu(k+τ )+ǫ

N−1∑

τ=0

(Aτ )Fi∗δ

which we rearrange as:

N−1
∑

τ=0

AN−τ−1Blu(k + τ) = b −AN
x(k), (29)

where b = x(k +N)− ǫ
∑N−1

τ=0 (A
τ )Fi∗δ.

Now, defining the T-Steps Controllability Gramian [11]

for the discrete time system in (23) as Wc(k,N) =
∑N−1

τ=0 AτBlB
T
l (A

τ )T , the first element of the control se-

quence U(k) to be applied as input to the system is:

u(k)∗ = L∗
kM

T (MWc(k,N)MT )−1(b−AN
x̂l(k)), (30)

where L∗
k = BT

l (A
N−1)T .



C. Results

The optimal accommodation strategy is applied to the

multi-agent system used in Section II-C. A fault δ = [2, 1]T

is applied to agent 8 at time step kd = 8. Once the leader,

agent 5, detects the fault, it initiates the accommodation

maneuver. The top of Fig. 5 shows the norm of the centroid

position ‖x̄(k)‖ with and without fault accommodation (top),

and leader’s input components (bottom). As a result of

the accommodation strategy, the centroid position remains

practically unchanged.
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Fig. 4: Positions of robots over time. Consensus drives

the redezvous until the fault occurs. During accommodation

robots reduce their agreement, and reach new equilibrium.
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Fig. 5: Top - Centroid position with fault accommoda-

tion (solid line) and without it (dashed line). During the

accommodation phase, the centroid position is practically

unchanged. Bottom - Components of accommodation input.

IV. FAULT IDENTIFICATION AND ACCOMMODATION

UNDER FORMATION CONTROL

In this section, we extend the dynamics considered previ-

ously to more general scenarios. In particular, we assume that

the team of robots runs a consensus-based formation control

protocol. Denoting by dij ∈ R
2, with (i, j) ∈ E, the desired

relative displacement between pairs of neighboring robots,

we encode the desired formation in the vector φ ∈ R
2n,

where φi =
∑

j∈Ni
dij .

Adding φ to the update equation in (2), we write the

formation control protocol as x(k + 1) = Ax(k) + ǫφ, and

the dynamics of the system subject to the fault follow:

x(k + 1) = Ax(k) + ǫFi∗ δ ν(k) + ǫφ (31)

ν(k) =

{

1 if k ≥ kd

0 if k < kd,
(32)

where all quantities are the same as in Section II.

Similarly, it is possible to rewrite the linear filter in (8)

for the formation control problem as

x̂
i
o(k + 1) = (A−KiCo)x̂

i
o(k) +Ki yo(k) + ǫφ. (33)

Since the formation term φ does not depend on the state of

the system, it can be easily shown that given (33), both (9)

and (10) remain unchanged, and consequently, the same

estimation gain matrix K computed in (15) still guarantees

the desired direction properties for the residuals αi and γi.

By substituting the dynamics of the filters with (31), the

observer applies the same fault detection condition defined

in (20).

Finally, adding the formation term φ to the controlled

dynamics (23)

x(k + 1) = Ax(k) +Blu(k) + ǫFi∗δ + ǫφ, (34)

the final constraint can be rewritten similarly to (29) as:

N−1
∑

τ=0

AN−τ−1Blu(k + τ) = bf −AN
x(k), (35)

where now bf = x(k +N)− ǫ
∑N−1

τ=0 (A
τ )(Fi∗δ + φ).

A. Robot Experiments

Experiments have been performed on the remotely acces-

sible Robotarium [27] platform, with a team of 9 agents

performing a formation control protocol. At time step kd =
45 a fault vector δ = [2, 1]T is applied. In this case we

assume a recovery position for the centroid, denoted with a

black ring in Fig. 6 (pictures are taken from an overhead

camera). After the fault is detected, the leader compensates

for the presence of the faults, and drives the centroid of team

(represented by a the black X) to the desired recovery point.

In Fig.7 we observe the norm of the centroid moving from

the pre-fault position to the desired post-fault value.

V. CONCLUSION

Consensus-based protocols in multi-agents systems are

highly vulnerable to exogenous disturbances, such as faults.

In this paper, a fault identification and accommodation

strategy for a static networked multi-agent robotic system is

proposed. Under a linear agreement and formation control,

the proposed filter individuates a faulty agent anywhere in

the network and estimates the entity of the disturbance intro-

duced. After the fault is detected, an optimal accommodation

strategy is employed by a leader in order to control the

robots’ centroid, and move it to an arbitrary position.



(a) Formation before the fault. (b) Fault detected. (c) Centroid moved to recovery position.

Fig. 6: Experiment results. Robots performing a formation control task (a). After fault is detected (b), the leader drives the

centroid of the team (X in figures) to the recovery position (c). White glare is the light reflaction from a overhead projector.
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Fig. 7: Centroid position over time. After the fault time kd =
45, the accommodation maneuver moves the centroid from

its initial position to the desired recovery value, located at 0.

Dashed line is a truncated ramp and represents the position

of the centroid if the case without accommodation.
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