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Abstract— This paper focuses on the localization problem for is observed by the cameras and will help to detect the

a mobile camera network. In particular, we consider the case line of sight The robots cannot see other points on the
of leader-follower formations of nonholonomic mobile vehéles environment

equipped with vision sensors which provide only the bearindgo N _ .
the other robots. We prove a sufficient condition for observail- « Communication: All computation is carried out on the

ity and show that recursive estimation enables a leader-flwer leader, who recgives the measuremgnts from all follow-
formation if the leader is not trapped in an unobservable ers, and transmits the control velocities to all followers.
configuration. We employ an Extended Kalman Filter for the « Actuation and control: Vehicle kinematics obey the uni-

estimation of each follower position and orientation with respect
to the leader and we adopt a feedback linearizing control
strategy to achieve a desired formation. Simulation resuft in a
noisy environment are provided. The problem is to find the relative position and orientation
with respect to the leader so that it can be provided as
o o . feedback to the control loop or so that all information
Distributed vision systems or camera networks are widely,thered by the entire network can be expressed with respect
employed today in order to monitor the environment. Deg, 4 single reference coordinate frame, the one of the leader
ployment of camera networks can be static at fixed positionge conduct a change of variables so that the resulting
or on mobile platforms in formations, possibly guided by gneasurement equation is linear but the plant is nonlinear. W
leader. On the other hand, collaborative sensing might ngiqye a sufficient condition for observability dependindyon
be the_ulumate goal and just needed for the nav_lgat|on of & the bearing rate of change (optical flow) and the leader’s
formation of robots. In all cases where a cooperation be“""’e%mgular velocity. Then we employ an Extended Kalman
robots exists, we need to solve the localization problentijer for the estimation of position and orientation of bac
find the relative position and (_)rlentatlon of all robots withe,1ower with respect to the leader. We used the estimated
respect to a reference coordinate system. In the case Qlq a5 feedback in achieving a desired relative pose ébr ea
formation navigation, this is needed because the desirgd}iower using feedback linearization. The contributioh o
positions might be with respect to a common frame. In th?_nis paper is twofold: analytical because we prove a coomiti
case of camera-sensor networks, we need to relate spalgkicient for observability, and constructive because s
information gathered by one sensor to the rest of the netwogk,¢ recursive estimation enables a leader-follower fdiona
in order to support location-aware applications and f@#i i {he |eader is not stuck in an unobservable set-up. It is the
exploration and map building. The common ingredient in alrs; time in the literature that the localization problerm &
these problems is the use of passive vision systems —offiopile camera network is solved using only bearing.
thg-she_lf cameras— wh_ich can provio_le only the projection of The paper is organized as follows. In Sec. Il we recall
points in the world. This is dual to wireless networks Wher(ﬁotions of nonlinear observability. In Sec. Il the general

only distance or some function of distance (inverse Squarl'@ader-follower kinematic model is presented togethehwit

can be measured. a discussion on the communication network. In Sec. IV we

In this paper, we address the case of leader-follower fo yresent an analytical formulation of observability for the

mations of nonholonomic ground vehicles each one equipp éjader-formation robot setup. Sec. V reports the desoripti

with a camera \.N.h'Ch. provides only the b_earmg to the otheft 1o nonlinear observer and of the leader-follower cdntro
robots. We explicitly list here the assumptions we make abo%‘W_ Simulation results are presented in Sec. VI for noisy

Sensing, (?ommunlcatlon, and control: ) . measurements. Finally, in Sec. VII the major contributions
« Sensing: We assume each robot equipped with a c&lf the paper are summarized.
ibrated vision sensor (e.g. a panoramic camera). The
bearing is obtained through the reciprocal observation previous work

of cameras. A colored marker placed on the follower
The problem of mobile robot localization using optical
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I. INTRODUCTION



general problem of current state estimation using input- s1lsy = 81 = so.

output measurement. In [4] the current state estimation Definition 2 (Observation Space [16])The observation
for single robot is approached using a local Luembergespaceof X is defined as:

like nonlinear observer, based on projections of statipnar - , .
landmarks in the environment. Other mobile approaches use 17 = spar {L§ hi(s) |k =1,....,m;j =1, ---aJm}
range measurements [3], [5]. Grabowski and Khosla [7] a\ﬁherejl, Jar dm are positive integers satisfying + j +

well as Doherty et al. [6] use range only measurements in Y =n
: m = M.

mobl_le setup.s. In [1], & function Of the Fls_her Infor_mat|0nFr0m these two definitions the following proposition follew
Matrix resulting from the probability density function of Proposition 1 (Observability rank condition [13])The

multiple range measurements is maximized with respect Es(g/stem in (2) is said to be observable at a péiat R”, if

motions of the network nodes so that uncertainty in locatio . n e .
L . o . here exist an open séf C R™ of § and positive integers
is minimized. In stationary setups, localization from tegr . . .. satisfyingjy + js + ... + j,m = n such that, for
only has been studied in [15], [17]. Moore et al. [14] usd /2 = Im 9J1 + )2 Jm = | :

: arbitrarys € U the set of row vectors defined by
only range measurements and solve the stationary case as a

graph realization problem. H = {L'}_ldhi(s) li=1,..m;j=1,...7m} @3)

Il. OBSERVABILITY FOR NONLINEAR SYSTEMS is linearly independent. .

In order to approach the observability study for multi nonlt iS important to note that the above proposition is a
holonomic robots in a leader-follower Configuration eqmﬂp suff|C|ent_cond|t|on |e we can still have_thaF the codistri
with omnidirectional cameras, we present some basic fad@sitionH is rank deficient but the system is still observable.
about observability for nonlinear systems [11] [12]. Werthe Note moreover that, for general nonlinear systems, global o

derive Proposition 2 that will be used in characterizing th€omplete observability can not be usually expected. Due to
observability in our multi-robot context. this fact local observability would be suitable notions.t&lo

Consider a vectos £ [sy, ss, ..., 5,7 € R™. For a scalar- however that the above proposition implies the local weak
valued function\ : R" — R and a vector-valued : R* —  observability [8].
R™ we define the two following operators: Condition (3) can be also tested by checking the full rank
of the so-called Extended Output Jacobian malrijd]. In

d\(s) 2 OXs) _ [(%(s)’ (“))\(s)’ 8/\(5)} (1) the following Proposition we give a formal proof of this
s 951 s Isn assertion.
n Proposition 2: Consider the generic nonlinear systégy
OA OA
LA(s) = (S)f(s) => (S)fk(s) as in (2). Then the observability condition 3 in Prop. 1
Os 0sy, ) ! -
k=1 is equivalent to the set of row vectorg {s the order of
where theL ;\(s) is calledLie derivativeof A along f. differentiation):
Higher Lie derivativesL}/\(s) (i=0,1,2,...,n) are re- (—1) . L
cursively defined as [10]: {dhi () [ =1 oms =1, m} “)
_ 9 . being linearly independent. From (4) we define the Extended
LIX(s) £ X(s), LiA(s) = <£L}_1/\(s)) f(s). Output Jacobian (EOJ) matrk e R™"*", built by stacking
the rows in (4).
Consider now a generic nonlinear systéhy of the form Proof: The proof is constructive. Computing the Lie
- { 5(t) = £(s(t), u(t)), s(0) =so € R” @ derivatives in (3) and from (1) it results thati(= 1, ..., m),
N A _ T )
y(®) = h(s(®) = b, h2, -.hom] k=1 : LYdh(s) = ‘?;“ (s) = dni” (s) (5)
where s(t) £ [s1(t), s2(t), ..., 5,(t)]T € S is the system . 3x
state,y(t) € ) is the observation vector andt) e ¢/ isthe ~ k=2 : Lydh(s) = 98 (Lydhi(s)) f(s) =
input to the systemS, Y and{ are differential manifolds Oh. Oh: s
of dimensionn, m andp, respectivel = Lfs)) =d( 525 ) = dhiV(s) (6)
* P, TESPECUVELY. Os Js Ot i
The problem ofobservabilityfor this kind of systems can P
be roughly viewed as the injectivity, with respect to the ini ¢ =3 Lr;‘,dhi(s) =d <_ (L}hi) f(s)> =
tial condition, of the input-output ma@s, : S x U — . s
Two statess; ands, are indistinguishable[16] (s;/s2), if ontt 9 (%) 9s @)
Ysru(t) = Yssu(t) I-€. there exists an inpun(t) and a = d s ° =d s ot = dh;” (s(7)

time ¢ for which, starting from different; ands, then the
system (2) exhibits the same outputs. Pl :

Observability and observation space concepts directly fol k=n : L' ldhi(s) = dh(_nfl)(s) ®)
low from that one of indistinguishability. Y ! ¢

Definition 1 (Observability [16]):Given  two  states and by stacking (5),(6),(7) and (8) in a matrix, from Prop. 1
s1,82 € S, a systemXy as in (2) isobservablef we have  we obtain the thesis. [ |



Remark 1:Roughly speaking the above proposition sugin analogous way als@F;) is equipped with a panoramic
gests testing the observability of a nonlinear system simpkamera and can measure the angle
checking the rank of a matrix made of the state partial In order to simplify the notation we introduce the polar
derivative of the output vector and of all its — 1 time coordinate representation [5]. Let be the length of the line
derivatives. Moreover, from Prop. 2, it is straightforwded of sight from the panoramic cameta) to the marker inP;.
observe that for our control purposes it is not necessary tet v); be the angle from the leader—axis and the line
check for all determinants of all possible minorslinbut it  of sight of P, and 3; the relative orientation between the
is sufficient thatat least onen x n minor of J has full rank two robots, i.e the bearing. It is an easy matter to show that
in order to guarantee the system observability. Gi =& —m + .

Proposition 3 (One-leader-one-follower kinematics):
Under the above conditions, the one-leader-one-follower

In order to apply the concepts of observability for thekinematics (Fig. 1) can be written in the following way:
collective localization of multiple robots, we propose the
leader-follower kinematic modeling together with a brief $i=Gi(s)u;, i=1,..,q (10)
discussion about the communication network.

I1l. PROBLEM FORMULATION

where .
A. Leader-follower kinematic model COS7i dsinvy; —costp; 0
- —siny; dcosy; sin 1, -1
The setup we will consider throughout this work is repre- ¢ fs‘ fil [E)i )

sented in Fig. 1 and consists gf+ 1 velocity-controlled ) - o T
nonholonomic mobile robots whose individual kinematic?e'fg w; = [vp, wroLwr |t s = [pi Y Bl and

can be abstracted as a unicycle model Vi = Bi + i ] o
) Proof: Consider the setup in Fig. 1. It may be seen
% = vcosb, 9§ = vsinf, 0=uw 9) thatp; = \/pi2 + pif Wwherep;, £ (v —2r, —dcfp,) and

where the position igz,y) and ¢ represents the orientation p;, 2 (yp —yr, — dsOp,) (s§ = sinf,cf = cosd), whose

with respect to the world frame. One of these robots is théerivative leads to:

leader (L) whose configuration vector in the world frame 1 )

(WF)is (xr,yr,0r)". The otherg robots are théollowers pi = — [ pi, (EL — &F, + 0p,dsp,)+

(F}) (i =1,...,q) described bY{zr,, yr,, 0r;)T. The control ’ :

inputs of both leader and followers are the translational an + pi, (9L — Y, — O, d cOF,) (11)

angular velocitiegvr,, wr)T and (vr,,wr, )T, respectively. . . . . .
The kinematicimgdeﬁgg for trgeretlfp)with many followerand putting the unicycle kinematics (9) in (11), after few

robots will be obtained as a direct extension of the Simmiﬁecomputatmns we can write

case withg = 1. The leader(L) is equipped with an S ‘ L ‘ VF;
omnidirectional camera and is< ;ble to observe theh pi=(pi b1 + pi, 1) i (pi ritps, s9F;) i
follower through a colored marke?; placed at a distancé (@) (b)

along its translational axis (see Fig. 1) thus measuring the d(p;, O, — pi CeFi)wFi (12)
i—th follower heading directiog; with respect to the leader. ' - Pi

(e)

The factor(a) is the scalar product betweép;, , p;, )"
and (cfr, s01)T that corresponds te-p; ctp;. Analogously
(b) is —p; cy; where~; = v; + ;. Note thats; = 65, —
0r,. Moreover(c) corresponds te; sv;. By substituting the
retrieved values ofa), (b) and(c) into (12), we obtain the
desired expression fq¥;

Let us now retrieve the expression fgr. From Fig. 1
it is possible to see thaty; = arctan(p;,/pi,) —

y ¢ from which the first time derivative yields to
i = ﬁ [i, Pi, — Pinpiy] —wr and substituting the
) ) above expressions fg#;, and p;, and grouping all terms
FiYFi with the same velocities then it follows:
. VL VF;
_ (25 =52 (piy 501 — piy 1) +p—2Z (piy Or; — piy 50F;) +
| > ] i
JWE> x q ' (a) 1 ®)

. . . . o wr,d
Fig. 1. Basic leader-follower setup in polar coordinaterespntation with — 5 (Pz‘m c@Fi + Piy 891:1-) —Wwy

panoramic cameras. Pi
(¢")




and in an analogous way it is possible to show thd), only to the bearing3; implicitly assuming the transmission
(t') and(c’) correspond respectively g sy; , —p; sv; and  of n;.

—Pi CYi-
The results obtained in (10) are now extended to the “one- IV. L EADER-FOLLOWER LOCALIZABILITY
leader-many-follower” case. In this section we will use the Observability Rank Condi-

Proposition 4 (One-leader-many-follower Kinematics): tion (Prop. 2) together with the kinematic leader-follower
Consider the one-leader-many-follower setup in Fig. 1. Imodels proposed in Sec. Ill-A, in order to provide an
this case the kinematic model can be readily retrieved as analytical description on observability in the case of nebi
extension of the one-leader-one-follower case (10) and is:camera network using only bearing. We will also give a
physically meaningful interpretation of it.

$ = G(s)u (13)
. A. Case | : one-leader-one-follower
where the state vector is o
s = [p1, V1, B1s s P> Vgs Bg)T € R, G(s) is We here present the localizability study for the setup
as in (14), v 2 B + % ¥i = 1,..,q and PresentedinFig.1 with one followey & 1). As previously
u=[vp,, wr, VR, WEy, ..., UE,, wE., UL, wp] € R2+D  discussed we suppose that the leader can observe-the
! ! th follower and measure a two dimensional output vector,
[eyi dsy ... 0 0 —cy1 0 ] namely
—% % 0 0 % -1 vi 2 [y1 vo)® = [vi Bi]" (15)
0 -1 .. 0 0 0 1 : -
From Prop. 2 it may be seen that the observability of
G(s)=| : ST : : : system (10) (withi = 1), under the hypothesis of outputs as
0 0 e CYg dsyg —cyg O in (15), is guaranteed when at least @ne3 submatrix of the
0 0 .. % g9 % _q whole Extended Output Jacobidne R%*3 is nonsingular.
0 0o (f" 4 pd’ 1 For each follower let us consider, e.g. the submalrix
4o o ou o 0 1 0
B. Distri : I Jy= | o om O | _ | 2k obh 2k | (1p)
. Distributed architecture/communication network i gpi gqpi ggi opi Ovs OB
Y Y Y
We here briefly describe the communication network be- 6;; 81&3 35 0 0 1

tween the leader and the followers. In Fig. 2 we representgghose determinant is:
a scheme for the information flow. In particular we will .
assume that the leader transmits to thth follower the det(J;) = W _1 [% +WL} (17)

velocity control (vp;,wr;) needed to bring the multi-robot Ipi  pi

configuration toward a desired value. The computation Qf resuits that ifdet(J;) # 0 then the state(t) of the leader-
the control law is made by the leader, together with th&xh follower is observable.

estimation of the state. The bearifgis computed through

the knowledge of); that is transmitted by theth followerto  B. Case Il: one-leader-many-follower

the leader. To simplify the discussion we will hencefortiere In the general case of followers we can adopt the

whole system description in Prop. 4 to compute the Extended
Output Jacobian. It is an easy matter to verify that3he3
structure ofJ; in (16), when extended for the one leader
many follower case is not singular when

OmniCam 7(1ﬁ1 + wL)(1/)2 + wL)- .- (’l/)q + wL) # 0. (18)
State Estimator (EKF) P11 Pq
<Z’FFII> <sz> \g@ C. Unobservability geometrical interpretation
(N é”z Ny We want to give here a geometrical interpretation of the
singularity of (16) in the basic example depicted in Fig. 3 in
F1 = Fa which a leader observes two moving followers at different
OmniCam | ... | OmniCam time instantst = 0 and¢ = 1. At ¢t = 0 the Follower#1

second $#2) has not 33 # 0). Then after a translational

motion with equal velocity modulus, it results tha{ did

not change :(0) = t1(1) i.e. no temporal change in

Fig. 2. Communication network architecture. All compudatiis carried  yjsyal information) Wh”e’L/JQ(O) £ 1/,2(1)_ From this we

out on the leader who receives the measurements (the gpgfeom all _' . . .

the follower and transmits the control inp(its, , wr, )7 . have thatdet(J;) = 0 while det(Jz2) # _O, i.e. differently
from follower #2, the state of leade#1 is not observable.

— L is has the same heading of the leader (#e.= 0) while the



V. NONLINEAR OBSERVER AND FORMATION CONTROL  1); approach to the desired values. This lead us to con-

. . . - .. sider a reduced state vectey = [p1, V1, ... pg, |7 and
In the previous section we obtained sufficient cond|t|on§I L ¥l g 7. .
P des — [pfes yges . pdes ydes)T. Moreover the kinematic

for the perspective observability of a group of nonholonomi®" . : .

mobile robots equipped with vision sensors and moving i odel as 'E (10) Caén also be written &s _TH(Sa)uF 7:

a leader-follower configuration. We here apply the Extende (ST)uLTW e;e;{lF _.[vFl’“éFl"%"tqu’ff”Fé] arll UL of

Kalman Filter (EKF) to estimate the robot configurations and.”’ we]", andH(s,) S made ot Ine firsizg coiumns o
(sr). MoreoverF(s,) is made of the last two columns of

we design an input-output feedback linearizing control la ) .
to make all the robots able to follow the leader. (s;). Note that due to the above considerationsprthe
rows corresponding t@,; are not considered it (s,) and

A. Observer design: Continuous-Discrete EKF F(s,).

N The linearizing control inputi to the followers is
For the sake of simplicity we assumed no model uncer-

tainty: up = H™'(s,)(p — Fup) (19)

s(t) = g(s(t),t,u), s(0) = s, 0<t<r where p is an auxiliary control input given by
p = K(sd —s,) where the control gain matrixK
We moreover assume discrete measuremengts

z(ty) = h(s(ty)) + v(tx) (with & = 1,2,...,N) where K 0 .. 0 0
z(t;) € R% is the discrete measurement output from 0 kK .. 0 0
sensors evaluated at discrete time h(s(¢x)) is the output K=1|: = = =
model and will be henceforth referred to hg. The sensor : : ’ 1

. . o 0 0 .. k 0
random errow () is assumed to have gaussian distribution 0 0 Oq 12
, i.e. v(ty) ~N(0,R(ty)) where R(t;) is the error a

covariance matrix. Initial condition is(0) ~ A (s(0),Py). Note that to guarantee the asymptotic convergence we must
It must be remarked that these outputs are retrieved withoesure thak}, k2 > 0 (Vi =1, ...,q).

any need of camera model knowledge. Beipnghe sensor

sampling time and}, £ T /n the microcontroller sampling

time (with n € N), then the EKF Propagation and Update In this section, we present results of the estimation of po-

VI. SIMULATIONS

steps are sition and orientation of one or more followers with respect
) to a leader, using an Extended Kalman Filter. We simulate
(Propagation) the leader-follower control law (19). We present some tssul
P(T,+1) = P(T,)+T,[FP(T,) + P(T,)F"] for the case in which the input-output linearizing contek!
s(Ty +1) = 8(Tp) + T, 8(8(T5), Tp, w) proposed in Sec.V-B is applied, in order to make all robots
(in this case tway = 2) able to follow the leader. In the first
(Update) ' . . : .
N . - . 1 case the leader is moving on a straight line and the desired
K(ty) = P (tx)H' [HP™(x)H' +R] relative pose of a follower with respect to leaderpiss =
P(ty) = (I-K(tx)H)P™ () 0.5m, Y{e* = 3/4m rad andyg°® = 5/47 rad. We assumed
S(te) = § (t) + K (20, — he(% (1)) an initial uncertainty Oﬂ.m onp; (0) and measurement noise
of 0 = 1 deg. Robot trajectories are showed in Fig. 4(a). Both
B. Controller design estimation and trajectory errors converge to zero (Fig)-4(b

(). In the second case the leader is moving with velocities
(vp,wr) = (2, cos(t)/2). The same uncertainties than above
are assumed. Robot trajectories are showed in Fig. 5(a). Als
in this case all estimation and trajectory errors conveoge t
zero (Fig. 5(b)-(f)).

In the spirit of [5] the control strategy to move the
sensor formation from an initial towards a target config
uration w.r.t. the leader has been designed viairgrut-
state feedback linearizingontrol law. Note that in the
leader-to-follower control3; is controlled to0 as p; and

VII. CONCLUSIONS AND FUTURE WORK
We have presented the localization problem for a camera
network and we solved it in the case of cameras mounted

on mobile nonholonomic robots moving in leader-follower
formations, using only bearing. In particular we proved a

y \WI(O)Z‘Vz(O) sufficient condition for observability and we showed that
recursive estimation enables a leader-follower formatfon
S1 52 the leader is not stuck in an unobservable set-up. Please
Leader Follower #1  Follower #2 remember that the leader-follower control here presented

is only based on the visual information provided by the
observation of colored blobs on the robots. Future research
lines include (1) better understanding of closed-loop i@nt

Fig. 3. Geometrical interpretation for the indistinguisiity and singu-
larity of observability matrix.
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in the case of leader-to-followers stabilization control.

Fig. 5.
the case of leader-to-followers stabilization control.
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effects on the observer performances, (2) the design of a coffg] R.Hermann and A. Krener. Nonlinear controllability aploservability.

trol law that selects inputs which minimize the uncertainty

of the location estimates, (3) the investigation of coliect

El

localization with minimal communication between agents,
(4) use of estimators like Unscented Kalman filters which ard?!
less dependent on the assumption of Gaussian distributions
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