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#### Abstract

This paper presents a new algorithm that applies the Taguchi method to solve the economic dispatch problem with nonsmooth cost functions. In our approach, we employ the Taguchi method that involves the use of orthogonal arrays in estimating the gradient of the cost function. The Taguchi method has been widely used in experimental designs for problems with multiple parameters where the optimization of a cost function is required. The use of the Taguchi method for the economic dispatch problem is a novel idea and it leads to efficient algorithms that can find a satisfactory solution by minimizing the cost function in a few iterations. Simulation results show that the Taguchi method is insensitive to initial values of parameters, and is more effective than other previously developed algorithms. In addition, our algorithm is suitable for parallel implementations.


## I. Introduction

THE Taguchi method of experimental design has been widely used in industry for purpose of finding factors that are most important in achieving useful goals in a manufacturing process [5], [6], [8], [14]. Several factors which are related to the goals and are under the user's control are selected. The control over achieving the goals will be best obtained by changes in these primary factors in the direction indicated by the analysis. The present paper applies the Taguchi method to solve the economic dispatch (ED) problem with nonsmooth cost functions.

The ED problem is to determine the optimal combination of power outputs of all generating units to minimize the total fuel cost while satisfying the load demand and operational constraints. Over the past few years, a number of approaches have been developed for solving the ED problem using lambda iteration method [1], quadratic programming [3], and gradient method [10]. In these numerical methods for solving the ED problem, an essential assumption is that the incremental cost curves of the units are piecewiselinear monotonically increasing functions. Unfortunately, the input-output characteristics of modern power generating units are inherently highly nonlinear because of valve-point loadings, multi-fuel effects, etc. Furthermore, they may lead to multiple local minimum points of the cost function. Classical dispatch algorithms require that these characteristics be approximated, even though such approximations are not desirable as they may lead to suboptimal operations and hence huge revenue losses over time.

[^0]In order to make numerical methods more convenient for solving the ED problem, artificial intelligence techniques, such as the Hopfield neural networks, have been successfully employed to solve the ED problem as a nonsmooth optimization problem [9], [12]. A global optimization technique known as the genetic algorithm (GA) has also been successfully applied to solve the ED problem [17]. However, recent research has identified some deficiencies in GA performance. The premature convergence of GA degrades its performance and reduces its search capability that leads to a higher probability toward a local minimum [4].

The goal of the present paper is to develop a method with reduced complexity for solving the ED problem with nonsmooth cost functions by employing the Taguchi method based on orthogonal arrays. We believe that the present work is the first systematic investigation into the Taguchi experimental approach for the ED problem. Overall, the present Taguchi algorithm will be shown to provide shorter solution time and has better performance than many existing algorithms including evolutionary programming [13], [15], [19], Hopfield neural network [9], [12], hierarchical numerical method [7], and particle swarm optimization [11].

## II. Problem Statement

## A. The Economic Dispatch Problem With Smooth Cost Functions

To solve the standard economic dispatch (ED) problem, consider the operation of a power system with $N$ units, each loaded to $P_{i}$ MW, to satisfy a total load demand $P_{D}$ (including total transmission losses $P_{L}$ ).

The objective function for each unit can be represented by a quadratic cost function given by

$$
\begin{equation*}
F_{i}\left(P_{i}\right)=a_{i}+b_{i} P_{i}+c_{i} P_{i}^{2} \tag{1}
\end{equation*}
$$

where $a_{i}, b_{i}$, and $c_{i}$ are the fuel consumption cost coefficients of unit $i$, and $P_{i}$ represents the value of the power to be determined for unit $i$.

## B. The Economic Dispatch Problem With Nonsmooth Cost Functions

In reality, the objective function of an ED problem has nondifferentiable points according to valve-point effects and change of fuels. Therefore, the objective function is composed of a set of nonsmooth cost functions. In this paper, two cases of nonsmooth cost functions are considered. One is the case with the valve-point loading problem where the
objective function is generally described as a superposition of sinusoidal functions and quadratic functions. The other is the case with multiple fuels where the objective function is expressed as a piecewise quadratic cost function. In both cases, the ED problem has multiple minimum points.

1) Nonsmooth cost functions with valve-point effects: Typically, the fuel-cost function considering valve-point loadings of a generating unit is given by

$$
\begin{equation*}
F_{i}\left(P_{i}\right)=a_{i}+b_{i} P_{i}+c_{i} P_{i}^{2}+\left|e_{i} \times \sin \left(f_{i} \times\left(P_{i, \min }-P_{i}\right)\right)\right| \tag{2}
\end{equation*}
$$

where $a_{i}, b_{i}$, and $c_{i}$ are the fuel consumption cost coefficients of the $i$ th unit, and $e_{i}$ and $f_{i}$ are the fuel cost coefficients of the $i$ th unit with valve-point effects.
2) Nonsmooth cost functions with multiple fuels: Generally, a piecewise quadratic function is used to represent the input-output curve of a generator with multiple fuels [11]. The piecewise quadratic function is given by

$$
F_{i}\left(P_{i}\right)=\left\{\begin{array}{cc}
a_{i, 1}+b_{i, 1} P_{i}+c_{i, 1} P_{i}^{2}, & \text { if } P_{i, \min } \leq P_{i}<P_{i, 1}  \tag{3}\\
a_{i, 2}+b_{i, 2} P_{i}+c_{i, 2} P_{i}^{2}, & \text { if } P_{i, 1} \leq P_{i}<P_{i, 2} \\
\vdots & \vdots \\
a_{i, n}+b_{i, n} P_{i}+c_{i, n} P_{i}^{2}, & \text { if } P_{i, n-1} \leq P_{i} \leq P_{i, \max }
\end{array}\right.
$$

where $a_{i, j}, b_{i, j}$, and $c_{i, j}$ are the cost coefficients of generator $i$ for the fuel type $j$. Both cases of nonsmooth cost functions for the ED problem will be considered in the present paper.

The ED problem minimizes the total cost given by

$$
\begin{equation*}
J=\sum_{i=1}^{N} F_{i}\left(P_{i}\right) \tag{4}
\end{equation*}
$$

The goal is to determine $P_{i}, i=1,2, \cdots, N$, so that the cost function in (4) is minimized subject to the following two constraints.
(1) The sum of all $P_{i}$ should be equal to the total load demand plus total transmission loss, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{N} P_{i}=P_{D}+P_{L} \tag{5}
\end{equation*}
$$

Without loss of generality, the transmission loss is not considered in this paper for simplicity (i.e., we can assume that $P_{L}=0$ ) [11].
(2) The operational constraints for unit $i$ is given by

$$
\begin{equation*}
P_{i, \min } \leq P_{i} \leq P_{i, \max } \tag{6}
\end{equation*}
$$

where $P_{i, \text { min }}$ and $P_{i, \max }$ are the minimum and maximum power generation of unit $i$.

## III. Introduction to the Taguchi Method

Suppose that an experimental outcome $J$ is a cost function of several variables, $p_{1}, p_{2}, \cdots, p_{m}$, whose values can be controlled. We write $J=J\left(p_{1}, p_{2}, \cdots, p_{m}\right)$. The controlled variables $p_{k}, k=1, \cdots, m$, are called factors. The goal is to find the optimal values $\hat{p}_{k}, k=1, \cdots, m$, to minimize the cost function $J$. This can be done by varying the factors

TABLE I
Initial values of the four factors

| Factor | level 1 | level 2 | level 3 |
| :---: | :---: | :---: | :---: |
| $p_{1}$ | 0.3 | 0.5 | 0.8 |
| $p_{2}$ | 0.3 | 0.5 | 0.8 |
| $p_{3}$ | 0.3 | 0.5 | 0.8 |
| $p_{4}$ | 0.3 | 0.5 | 0.8 |

simultaneously in a disciplined manner and recording the corresponding values of $J$ until we get the optimal $\hat{p}_{k}, k=$ $1, \cdots, m$. The Taguchi method involves a disciplined method of varying two or more factors simultaneously.

We illustrate next an example of design optimization involving four factors. The four factors are denoted by $p_{1}, p_{2}$, $p_{3}$, and $p_{4}$, and Table I gives the three initial values (which are called levels) for each of the four factors. Generally speaking, these initial values are selected randomly in an ascending order; that is, level $1<$ level $2<$ level 3 .

We will use the orthogonal array shown in Table II for purpose of demonstration. In the present example, each factor has three different levels and they are denoted by $p_{k}^{(1)}=0.3, p_{k}^{(2)}=0.5$, and $p_{k}^{(3)}=0.8$, for $k=1, \cdots, 4$. If we use the full factorial method to discover the optimal combination of these factors, we need to conduct $3^{4}=$ 81 tests, whereas the orthogonal array $L_{9}\left(3^{4}\right)$ in Table II allows us to set up experiments with only nine tests. The orthogonal array in Table 2 is in the form of $L_{M}\left(q^{m}\right)$, where $q$ is the number of levels each factor has, $m$ is the maximum number of factors the table can handle, and $M$ is the total number of tests required using this table. In general, $M$ is much smaller than the value of $q^{m}$ which is the total number of combinations for $m$ factors with each having $q$ levels (choices). A cycle in the present Taguchi method is defined as a complete set of tests according to the orthogonal array, consisting of a total of $M$ tests. In an orthogonal array (e.g., Table II), the numbers under each factor in a test indicate the level of that factor to be used in the tests. For example, in test number 4 , we would use $p_{1}^{(2)}$-level 2 of $p_{1}, p_{2}^{(1)}$-level 1 of $p_{2}, p_{3}^{(2)}$-level 2 of $p_{3}$, and $p_{4}^{(3)}$-level 3 of $p_{4}$.

Using the orthogonal array $L_{9}\left(3^{4}\right)$, each cycle consists of nine individual tests. After each cycle of tests, a minimum cost can be found. While this cost may not be the optimal cost, more cycles of tests are needed until the minimum cost of each cycle converges.

In the present example with four factors, after each cycle of tests, we perform an analysis to determine the trend of the cost function for each factor. The values of the cost function from the nine tests are calculated and denoted by $J_{i}, i=1,2, \cdots, 9$. For each of the four factors, we calculate the total contribution of each level to the cost function, $V_{k}^{(j)}$, as the sum of the cost values corresponding to the tests involving that particular level. For example, after nine tests

TABLE II
Orthogonal array $L_{9}\left(3^{4}\right)$

| Test number | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | Cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | $J_{1}$ |
| 2 | 1 | 2 | 2 | 2 | $J_{2}$ |
| 3 | 1 | 3 | 3 | 3 | $J_{3}$ |
| 4 | 2 | 1 | 2 | 3 | $J_{4}$ |
| 5 | 2 | 2 | 3 | 1 | $J_{5}$ |
| 6 | 2 | 3 | 1 | 2 | $J_{6}$ |
| 7 | 3 | 1 | 3 | 2 | $J_{7}$ |
| 8 | 3 | 2 | 1 | 3 | $J_{8}$ |
| 9 | 3 | 3 | 2 | 1 | $J_{9}$ |
| Contributions of level 1 | $V_{1}^{(1)}$ | $V_{2}^{(1)}$ | $V_{3}^{(1)}$ | $V_{4}^{(1)}$ |  |
| Contributions of level 2 | $V_{1}^{(2)}$ | $V_{2}^{(2)}$ | $V_{3}^{(2)}$ | $V_{4}^{(2)}$ |  |
| Contributions of level 3 | $V_{1}^{(3)}$ | $V_{2}^{(3)}$ | $V_{3}^{(3)}$ | $V_{4}^{(3)}$ |  |

are completed, for factor $p_{3}$, we calculate

$$
\begin{align*}
& V_{3}^{(1)}=J_{1}+J_{6}+J_{8} \\
& V_{3}^{(2)}=J_{2}+J_{4}+J_{9}  \tag{7}\\
& V_{3}^{(3)}=J_{3}+J_{5}+J_{7}
\end{align*}
$$

where $V_{k}^{(j)}$ indicates the total contribution of the $j$ th level of the factor $p_{k}$ to the cost function. $V_{3}^{(1)}$ is the summation of $J_{1}, J_{6}$, and $J_{8}$ since the three tests involving the first level of $p_{3}$ are test numbers 1,6 , and 8 . We will then have three total contributions that correspond to the three levels for each factor calculated according to Table II. These three total contributions can be plotted versus the three levels for each factor to determine the trend of the cost function as shown in Figure 1. In the figure, the numbers " 1 ", " 2 ", " 3 " along the horizontal axis represent the three levels of each factor, and $V^{(1)}, V^{(2)}$, and $V^{(3)}$ are the total contributions of each level of a factor.

From these figures for the trend of the cost function, we know whether we need to increase or decrease the values for each factor. If the trend of the cost function is as shown in Figure 1 (a) or (b), that means the value of this factor should be increased in order to further reduce the value of the cost function. In this case, we can choose a step size (e.g., 0.01) and increase all three levels of every factor by the chosen step size. Likewise, for trends as shown in Figure 1 (d) or (e), the parameter values should be decreased. Alternatively, we can also use the estimated gradient information to determine the direction for each factor to move in and the amount to adjust. The gradient of the cost function $J$ with respect to the factor $p_{k}$ can be estimated from the experiments using [2]

$$
\nabla_{k} J=\frac{3}{2 M}\left(V_{k}^{(3)}-V_{k}^{(1)}\right) \frac{1}{\delta}
$$

where $M=9$ and $\delta=0.3$ in the present example. This indicates that if the trends of cost function from the experiments are given as in Figure 1 (a), (b), (d), or (e), we have a very


Fig. 1. Six different trends of the cost function
good estimate of the directions of the gradient of the cost function. Note that to minimize a cost function, the key is to determine its gradient with respect to varying parameters without actually using the values of the gradient. If the trend is as shown in Figure 1 (c), that means the parameter value should be set closer to the middle level or the center of the parabolic curve (with a shrinking coefficient, e.g., $\eta=0.9$ ).

According to the trend determined for each factor, we choose a new set of three initial levels for each factor, and we start a new cycle and perform again nine tests according to Table II. The procedure is repeated until the value of the cost function is converged. To determine the convergence of the present iterative algorithm, we compute the minimum cost in each cycle. Define

$$
J_{\min }(k)=\min _{i=1, \cdots, M}\left\{J_{i}(k)\right\}
$$

where $M$ is the number of tests in each cycle according to the orthogonal array, $J_{i}(k)$ is the cost for the $i$ th test in the $k$ th cycle. The difference between the $J_{\text {min }}$ of two consecutive cycles of the Taguchi method will be used to decide whether to stop the algorithm. Such a method based on orthogonal arrays is usually referred to as the Taguchi method [5], [8], [14], which we will use for solving the economic dispatch problem with nonsmooth cost functions.

## IV. The Taguchi Method for Solving the Economic Dispatch Problem

In this section the economic dispatch problem with nonsmooth cost functions is solved using the Taguchi method.

The cost function is defined in (4), with $F\left(P_{i}\right)$ given in (2) or (3). The objective is to find the power vector $P=$ [ $P_{1}, P_{2}, \cdots, P_{N}$ ] which minimizes the cost function (4), while satisfying the constraints defined by (5) and (6).

Since the range of each unit's power $P_{i}, i=1, \cdots, N$, is known, we can use the Taguchi method to obtain a solution that minimizes the cost function in (4). The function in (4) is therefore chosen as our cost function in the Taguchi method described earlier. The number of factors to be determined
depends on the number of units, $N$. We will formulate a new vector $\left[\alpha_{1}, \cdots, \alpha_{N}\right]$ as the factors to be optimized by the Taguchi method instead of the vector $\left[P_{1}, \cdots, P_{N}\right]$. Here, $\alpha_{i}, i=1, \cdots, N$, stands for the relative contribution with respect to the grand total of load demand, $P_{D}$. Thus, the cost function for each test $k$ can be written as

$$
\begin{equation*}
J_{k}=F_{1}\left(P_{1}\right)+F_{2}\left(P_{2}\right)+\cdots+F_{N}\left(P_{N}\right) \tag{8}
\end{equation*}
$$

where for each $i, i=1,2, \cdots, N$,

$$
\begin{gather*}
P_{i}=\eta_{k} \alpha_{i} P_{i, \text { ref }} \quad \text { if } \quad P_{i, \min } \leq \eta_{k} \alpha_{i} P_{i, \text { ref }} \leq P_{i, \max },  \tag{9}\\
P_{i}=P_{i, \text { max }} \quad \text { if } \quad \eta_{k} \alpha_{i} P_{i, \text { ref }} \geq P_{i, \max },  \tag{10}\\
P_{i}=P_{i, \text { min }} \quad \text { if } \quad \eta_{k} \alpha_{i} P_{i, \text { ref }} \leq P_{i, \text { min }}, \tag{11}
\end{gather*}
$$

where $P_{i, \text { ref }}=0.5 \times\left(P_{i, \min }+P_{i, \max }\right)$ and $\eta_{k}$ is determined such that the constraint (5) is satisfied. Note that here we use $P_{i, \text { ref }}$, which is the average of $P_{i, \min }$ and $P_{i, \max }$, as the reference point for scaling. In this way, we can control that $\sum_{i=1}^{N} P_{i}$ is equal to the total demand $P_{D}$. In order to make sure that the constraints given by (6) are satisfied for each $P_{i}$ and the constraint for the total power demand given by (5) is also satisfied, some iterations may be involved to obtain the final value of each $P_{i}$. We will describe next a procedure to explain how to obtain the final value of each $P_{i}$. We then repeat experiments after adjusting the three levels according to the trend of the cost function, until a satisfactory solution is obtained, which corresponds to the case where one of the three levels is close to or equal to the optimal solution.

The search procedure of the Taguchi method for the present economic dispatch problem is summarized as follows.

1) Specify the lower and upper bounds of generation powers for each unit. Determine the reference point for each unit. Without loss of generality, set the same initial values $\alpha_{i}^{1}, \alpha_{i}^{2}$, and $\alpha_{i}^{3}$ for each unit, $i=1,2, \cdots, N$. Set $k=0$.
2) Let $k=k+1$. For test $k$, determine $\alpha_{i}$ according to the orthogonal array. Set $\eta_{k}=\eta_{k}^{\prime}=1$.
3) Determine $P_{i}$ according to (9). In case any $P_{i}$ is determined by (10) or (11), which means that $\alpha_{i}$ is saturated, go to Step 3.2. Otherwise, go to Step 3.1. 3.1) Calculate $\eta_{k}$ using

$$
\eta_{k}=\frac{P_{D}}{\sum_{i=1}^{N} \alpha_{i} \times P_{i, \text { ref }}}
$$

If $\eta_{k}=\eta_{k}^{\prime}$, go to Step 4. Otherwise, let $\eta_{k}^{\prime}=\eta_{k}$, and go back to Step 3.
3.2) Find all $\alpha_{l}, l \in K$, which are saturated. In order to satisfy the constraint (5), calculate $\eta_{k}$ using

$$
\eta_{k}=\frac{P_{D}-\sum_{l \in K} P_{l}}{\sum_{i \in \mathscr{I}} \alpha_{i} \times P_{i, \text { ref }}}
$$

where $\mathscr{I}$ is the index set of nonsaturated factors of $\alpha_{i}$. If $\eta_{k}=\eta_{k}^{\prime}$, go to Step 4. Otherwise, let $\eta_{k}^{\prime}=\eta_{k}$, and go back to Step 3.
4) Determine the cost $J_{k}$ according to (8) with the factors $P_{i}$ determined from Step 3.
5) Check the difference between the minimum cost of the previous cycle and the current cycle. If it is less than $10^{-2}$, go to Step 6. Otherwise, determine the trends of the cost function, adjust the values of the factors according to the trends, and go back to Step 2 to start a new cycle.
6) Find the factors which gives the smallest cost from the orthogonal array. The values of these factors will give the optimal powers of all generating units with the minimum total cost.
As with most experimental methods for optimization, there is a concern that the present Taguchi method may also get stuck in local minimum in some cases. To reduce the chance of getting stuck in local minimum solutions, we rotate the orthogonal array so that different variations of the array are used in different cycles. In the first cycle, we use the array as it is, e.g., as in Table II. In the next cycle, we move the second column of the orthogonal array to the first, the third column to the second, $\cdots$, and the first column to the last, so that different level combinations are tested for each factor in different cycles. In this way, we can reduce the possibility of getting stuck in local minimum. When the orthogonal array is rotated from one cycle to the next, different factors will be used in different dimensions when tests are designed according to the array.

There are several important features of the Taguchi method developed in this paper. They are enumerated below.
(i) Insensitivity to the choice of initial values of parameters $\alpha_{i}$.
(ii) Easy implementation and fast convergence.
(iii) Suitability for parallel implementation.

## V. Simulation Results

In this section, we assess the performance of the Taguchi method developed in the previous section using computer simulations. Throughout this section, TM shall refer to the present Taguchi method. In order to show the effectiveness of the proposed algorithm, test results of some typical cases [11], [15] are used in three examples. Specifically, Example 5.1 includes 40 generator units, where valve-point effects are considered. The genetic algorithm and other approaches in [11] are used in Example 5.2 to provide benchmark minimum operating cost. The three initial levels of each factor $\alpha_{i}$ are chosen as $0.5,0.8,1.2$ unless indicated otherwise. In all examples, we use a fixed step size of 0.01 and $\eta=0.9$ for parameter updates in our examples.

Example 5.1: This case consists of 40 generator units considering the valve-point effects. Exactly the same data of all units as given in [15] will be used in this example.

Here the total demand is 10500 MW. Simulation results are given in Tables III and IV. The orthogonal array used in this example is $L_{81}\left(3^{40}\right)$ [16]. The values of population size, scale factor, and penalty multiplier are chosen as 60 , 0.05 and 100 , respectively, when FEP, IFEP, CEP and MFEP are implemented. The number of generations for FEP, IFEP, CEP and MFEP are 600, 400, 800, and 1000, respectively.

Table III shows the mean and best solution time in seconds, mean cost, maximum cost, and minimum cost achieved by various methods over 100 runs. For each run, before we start the search procedure, we randomly switch two columns of the orthogonal array $L_{81}\left(3^{40}\right)$, and assign experiments according to the new array. Thus, different initial orthogonal array will be used in each run, and it results in the variation in the final solution. TM requires the least amount of solution time, 6 times faster than fast evolutionary programming (FEP) [15] and improved fast evolutionary programming (IFEP) [15], and almost 10 times faster than classical evolutionary programming (CEP) [15] and modified fast evolutionary programming (MFEP) [15]. We also see that the minimum cost achieved by TM is smaller than that of CEP, FEP, MFEP and IFEP. Using evolutionary programming, the population size for the 40 units system in this case is 60 [15]. From Figure 4 of [15], we see that the fastest among the four methods is IFEP which takes about 400 generations. The total number of tests required by IFEP is therefore $24000=60 \times 400$. On the other hand, using the Taguchi method, we use the orthogonal array $L_{81}\left(3^{40}\right)$ (which implies an equivalent population size of 81 ), and it usually converges in 50 cycles, and thus the total number of tests required is $4050=$ $81 \times 50$. We can see that the number of tests required by the IFEP is roughly 6 times more than that required by the Taguchi method. In our table IV, our simulation results show that the Taguchi method is about 7 times faster than IFEP.

Table IV shows the frequency of attaining a cost within the specific ranges out of 100 runs for each of the algorithms. From the 100 runs, $96(=10+22+52+12)$ runs of the final costs from TM are in the range of $1.22 \sim$ $1.24 \times 10^{5}$ (Table IV). For comparison, 90 runs from IFEP, 86 runs from MFEP, 56 runs from FEP, and 6 runs from CEP are with the final costs in the same range. Table IV reveals that TM has the highest number of runs to achieve the cost values in the smallest bracket $1.22 \sim 1.23 \times 10^{5}$ which shows the highest probability of attaining minimum solutions.

Example 5.2: The present TM has also been applied to the ED problem with 10 generators where the multiple-fuel effects are considered. In this case, the objective function is represented using a piecewise quadratic cost function. The input data and related constraints of the test system are given in [7], [9], and [13]. In this case, the total demand is 2400 MW.

TABLE III
COMPARISON RESULTS WITH METHODS IN [15] (40 UNIT SYSTEM WITH VALVE-POINT EFFECTS)

| Method | Mean <br> time | Best <br> time | Mean <br> cost | Maximum <br> cost | Minimum <br> cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CEP | 928.36 | 926.20 | 124793.48 | 126902.89 | 123488.29 |
| FEP | 646.16 | 644.28 | 124119.37 | 127245.89 | 122679.71 |
| MFEP | 1056.8 | 1054.2 | 123489.74 | 124356.47 | 122647.57 |
| IFEP | 632.67 | 630.36 | 123382.00 | 125740.63 | 122624.35 |
| TM | 94.28 | 91.16 | 123078.21 | 124693.81 | 122477.78 |

TABLE IV
RELATIVE FREQUENCY OF CONVERGENCE

| Range | CEP | FEP | MFEP | IFEP | TM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1.265 \sim 1.27 \times 10^{5}$ | 10 | 6 | - | - | - |
| $1.26 \sim 1.265 \times 10^{5}$ | 4 | - | - | - | - |
| $1.255 \sim 1.26 \times 10^{5}$ | - | 4 | - | 2 | - |
| $1.25 \sim 1.255 \times 10^{5}$ | 16 | 2 | - | - | - |
| $1.245 \sim 1.25 \times 10^{5}$ | 22 | 10 | - | 4 | 2 |
| $1.24 \sim 1.245 \times 10^{5}$ | 42 | 20 | 14 | 4 | 2 |
| $1.235 \sim 1.24 \times 10^{5}$ | 4 | 26 | 26 | 18 | 12 |
| $1.23 \sim 1.235 \times 10^{5}$ | 2 | 24 | 50 | 50 | 52 |
| $1.225 \sim 1.23 \times 10^{5}$ | - | 6 | 10 | 22 | 22 |
| $1.22 \sim 1.225 \times 10^{5}$ | - | - | - | - | 10 |

The hierarchical numerical method (HM) [7], the improved evolutionary programming (IEP) [13], the modified Hopfield neural network (MHNN) [12], the adaptive Hopfield neural network (AHNN) [9], and the modified particle swarm optimization [11] are used to provide the benchmark minimum operating cost against which the Taguchi method is compared. As seen in Table V, the TM always provides better solutions than HM, MHNN, AHNN, IEP, and MPSO. Here in Table V, U means unit, F represents fuel type, TP means the sum of the power assigned to each unit, and TC represents the total cost. The orthogonal array used in this example is $L_{27}\left(3^{13}\right)$ [16].

Recall that in the previous section, we mentioned that the Taguchi method is insensitive to the choice of initial values. We next consider the system performance with different choices of initial values. Two extreme cases are compared to the cases we used in Tables V and ??, where the three initial levels of each factor are chosen as $0.5,0.8$, and 1.2. Case 1: the three initial levels are all smaller than 1 ; and Case 2: the three initial levels are all larger that 1 , but smaller than 2. Because we choose the reference value as $P_{i, \text { ref }}=$ $\left(P_{i, \text { max }}+P_{i, \min }\right) / 2$, if the initial value of $\alpha_{i}>2$, it results in a saturated $P_{i}$, which means $P_{i, \text { ref }} \times \alpha>P_{i, \max }$. Some of the choices for initial levels in the two cases could be totally wrong which may be considered as due to an incorrect guess of the range of the original $\alpha_{i}$. From Figure 2, we can see that the system performance after convergence is very close to each other no matter what initial levels we choose. Due to the rotation of the orthogonal array, different level combinations are tested for each factor in different cycles, which helps to avoid the local minimum. The curves of the

TABLE V
COMPARISON OF OPTIMIZATION METHODS (demand $=2400 \mathrm{MW}$ )

| U | F | HM | F | MHNN | F | AHNN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 193.2 | 1 | 192.7 | 1 | 189.1 |
| 2 | 1 | 204.1 | 1 | 203.8 | 1 | 202.0 |
| 3 | 1 | 259.1 | 1 | 259.1 | 1 | 254.0 |
| 4 | 3 | 234.3 | 2 | 195.1 | 3 | 233.0 |
| 5 | 1 | 249.0 | 1 | 248.7 | 1 | 241.7 |
| 6 | 1 | 195.5 | 3 | 234.2 | 3 | 233.0 |
| 7 | 1 | 260.1 | 1 | 260.3 | 1 | 254.1 |
| 8 | 3 | 234.3 | 3 | 234.2 | 3 | 232.9 |
| 9 | 1 | 325.3 | 1 | 324.7 | 1 | 320.0 |
| 10 | 1 | 246.3 | 1 | 246.8 | 1 | 240.3 |
| TP |  | 2401.2 |  | 2399.8 |  | 2400.0 |
| TC |  | 488.5 |  | 487.9 |  | 481.7 |
| U | F | IEP | F | MPSO | F | TM |
| 1 | 1 | 190.9 | 1 | 189.7 | 1 | 190.3 |
| 2 | 1 | 202.3 | 1 | 202.3 | 1 | 203.1 |
| 3 | 1 | 253.9 | 1 | 253.9 | 1 | 253.3 |
| 4 | 3 | 233.9 | 3 | 233.0 | 3 | 233.1 |
| 5 | 1 | 243.8 | 1 | 241.8 | 1 | 241.5 |
| 6 | 3 | 235.0 | 3 | 233.0 | 3 | 232.5 |
| 7 | 1 | 253.2 | 1 | 253.3 | 1 | 252.8 |
| 8 | 3 | 232.8 | 3 | 233.0 | 3 | 233.1 |
| 9 | 1 | 317.2 | 1 | 320.4 | 1 | 320.1 |
| 10 | 1 | 237.0 | 1 | 239.4 | 1 | 240.2 |
| TP |  | 2400.0 |  | 2400.0 |  | 2400.0 |
| TC |  | 481.8 |  | 481.7 |  | 481.6 |

cost function go up and down during the first 250 cycles of tests, after which they converge to the same value. The only difference is the time of convergence, which results from different choices of initial levels for each factor.

## VI. Conclusions

The Taguchi method is capable of solving the constrained economic dispatch problem for practical power systems. Our analysis and numerical simulation results show that the present Taguchi method is insensitive to the choice of initial values for parameters. Combined with their relatively low computational requirements as well as their suitability for parallel implementation, we believe that these features make the present Taguchi method a viable option for solving the economic dispatch problems in real-world applications.
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