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Abstract—High performance output tracking can be disturbance signal. A characteristic feature of dataedriv
achieved by precompensator or feedforward controllers basd  approaches is the sensitivity of the controller parameiars
on the inverse of the closed-loop system or the plant model. |£1y o the control input (in ILC) to stochastic disturbasce
However, it has been shown that these inverse controllers na M th thod . . t th
affect adversely the tracking performance in the presence fo oreover, ese_ me 0ds require many eXpe”m_en S on the
model uncertainty. In this paper, a model-free approach basd system. The main interest of a new controller tuning method
on only one set of acquired data from a simple closed-loop called Virtual Reference Feedback Tuning (VRFT) is that
experiment is used to tune the controller parameters. The only one set of data is required to tune a controller for the
approach is based on the decorrelation of the tracking error o 4e| reference problem [4]. However, the drawback is that
and the desired output and is not asymptotically sensitived imati f th trol crit T inimized
noise and disturbances. By a frequency-domain analysis of an approximation or the cor_1 ro (_:r' e”_on IS minimized.
the criterion, it is shown that the weighted two-norm of the Recently, a new data-driven iterative method based on
difference between the controller and the inverse of the plat  the correlation approach has been proposed and succgssfull
model (or the closed-loop transfer function) can be minimied.  gpplied to a magnetic suspension system [5] as well as
The mlethod is successfully applied to a high precision pogiin a benchmark problem [6]. An overview of this approach

t tem. . : .
control system together with the theoretical results can be found in [7}e Th

. INTRODUCTION main idea is instead of minimizing the performance error,

Two-degree of freedom controllers are largely used whelf Make it uncorrelated with the reference signal. It can be
disturbance rejection and reference signal tracking ate boShOWn in this case that the noise has asymptotically noteffec
considered as closed loop performance criteria. In margf the controller parameter estimates. .
cases, the feedback controller is first designed to ensure!™ this paper, the correlation approach will be used to
the robust stability and satisfy the disturbance rejectioftin® the parameters of the precompensator or feedforward
specification. Then, in the second step, a precompensa&?rntm"er suc_h that the tracking error becomes uncoedlat
(Fig. 1) or a feedforward controller (Fig. 2) is designed""th the qleswed output. In contrast to the f_eedback con-
to improve the tracking performance. If the plant model i{roller tuning, only one set of data from a simple closed-
perfectly known, this problem can be converted to a standal@°P experiment is used to tune the parameters of the
model matching problem and can be solved analytically difécompensator or feedfo_rwa_rd controller. Moreover, with
using the convex optimization algorithms. However, a jirfe 8" appropriate parameterization, not only the stability of
model of the plant is never available and a nominal moddhe tuned controller is guaranteed but also the minimipatio

with some uncertainty bounds should be considered for t the control criterion becomes a classical least squares
design [1]. problem. The optimal parameters are derived for the pre-

Another approach, when a mathematical model of thEompensator and feedforward controller. Frequency-doemai
plant is not available, is to tune directly the controllergra-  @nalysis of the criterion shows that the proposed approach
eters using the data acquired from some simple experimen@€S asymptotically an optimal model-free solution to the

Using the measured data, the controller parameters arel turfB0d€l matching problem in two norm. _ o
to minimize a control criterion which is normally the two- 1N€ paper is organized as follows. Notation and prelimi-

norm of a performance error. lterative Feedback Tuninfaries about the correlation approach are given in Section
(IFT) is a model-free approach for tuning the parameters: Precompensator tuning scheme together with the one
of two-degree of freedom controllers based on some specifffot tuning algorithm and frequency-domain analysis are
closed-loop experiments to compute an unbiased estimateR§sented in Section Iil. Section IV studies the tuning of
the gradient of the control criterion [2]. Separate tunirig ofh€ feedforward controllers. Simulation results and exper
the feedforward and the feedback controllers is proposed fental results for high precision position control of a &ne
improve the tracking performance using the IFT approaczpynchro_nous motor are preser}ted in Section V. Finally, the
in [3]. Iterative Learning Control (ILC) is also used for concluding remarks are given in Section VI.
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Fig. 2. Closed-loop system with feedforward

Fig. 1. Closed-loop system with precompensator

whereu(t) is the plant inputy(t) a zero-mean weakly sta-
tionary random process amg?! the backward-shift operator.
Assume that the controll€@(q~?!) stabilizes the plant model
P(g~Y) in closed-loop with unit feedback. It is suppose
that the plant modeP(q~!) and the controlleC(q~!) are

unknown and the objective is to improve the closed-loo
tracking errore(t) = y4(t) — y(t) using only one set of data

acquired in closed-loop operation. In practice, two défar : S
control approaches are used to reduce the tracking error: and the d_es_|req outpyk(t). In order to formulate this idea
as an optimization problem, let the correlation functidp)

« Precompensator: Filtering the desired output by a preja gefined as:
compensator before applying it as a reference signal to '
the closed-loop system (modifying the reference signal), f(p) =E{[ya(t) —y(t)]{(t)} = E{e(t){(t)} (5)

» Feedforward: Adding t_he_ filtered deS|_red output to th(\e/vhereE{-} denotes the mathematical expectation and
controller output (modifying the plant input).

Fig. 1 shows the block diagram of a two-degree of freedom ' (t) = [ya(t+n),....Ya(t),ya(t —1),...,ya(t—n)]  (6)
controller with a precompensator. Principally, whegq is
a priori known, the precompensatbr should be a stable
(not necessarily causal) approximation of the inverse
the closed loop transfer functioh = CP(1+CP)~L. For : g
the feedforward scheme (Fig. 2), however, the feedforwarL(IPCOrrelated withv(t). Now, a new control criterion based

L . oh the correlation approach is defined:
controllerF should be a stable approximation of the inverse PP

a way that the tracking errag(t) be uncorrelated with the
Odesired output. For many systems, the exact inverse does not
exist because the system is non minimum phase or of infinite

rder. As a resultg(t) is always correlated with the desired

utput. However, it can be considered that a good controller
F minimizes the correlation between the tracking ee()

with | = 2n+ 1 the dimension of (t) which should be larger
c;Pan the order of the closed-loop system. In f¢t) is a
vector of instrumental variables correlated wigh(t) and

of the plant modeP. Ip) =1f(p)IB=fT(p)f(p) ©
A. Controller Parameterization and the optimal controller parameters are:
Let F be parameterized as p* = arg ngin](p). 8)
Flp.a ) =BT(a")p (2)

Since the control criterion involves the mathematical ex-
wherepT:[po,pl,...,pnp] is the vector of controller param- pectation, an exact solution when only one set of finite
eters andB(q 1) the vector of linear discrete-time transfernumber data is available, is not attainable. However, with a

operators ergodicity assumption on the input signals, a good estimate
_ _ _ _ of the correlation function can be given by:
BT@ Y =@ V). Ba@ ) B @Y @) e g
N 1
In the sequel, for simplicity, we suppose that (q~!) = f(p)= N Zle(t)Z(t) 9)
[0%,9°1,...,9% "] which leads to the following FIR model t=
for F: whereN is the number of data and should be large enough

N5 5.1 5-n with respect tol. The estimate of the correlation function
F(P,a7") = pod” + 10" "+ + P, 0¥ @) Jeads to the following criterion

where § is a positive scalar. In fact, the desired output is TS 2 FT/NF

appliedd sampling periods in advance to the real system to W) =T P)ll2 =T (P)F(P)- (10)

improve the tracking error [8]. For the sake of simplicily!  The criterionJy(p) goes toJ(p) whenN tends to infinity.

will be omitted when appropriate in the rest of the paper. An optimal minimizer ofJy(p) can be derived using the least

squares algorithm. This solution together with an asynptot

B. Correlation Approach frequency domain analysis is presented in the next sections
It is evident that if the exact inverse of the closed-loop

system (for the precompensator case) or the exact inverse of Il. PRECOMPENSATOR TUNING

the plant model (for the feedforward case) exists the tragki  In this section, we propose a tuning scheme to find the
error e(t) will contain only the contribution of the noise. parameters of the precompensdtdbased on the correlation
Hence, it is reasonable to adjust the controletin such approach.



C. Frequency-domain analysis
Closed-loop experiment

prTmomTTTmomsmssiamtimen oo v The correlation criterion in (7) can be reformulated as
Yd | U Jéy ; y n

“eLe = P PO RR S 3p) =T (p)f(p) = 3 RE, (1) (20)

! ! =—n

"""""""""""""""""""""" ’ whereRg, (T) is the cross-correlation function between the

desired outpuyy(t) and the tracking erroe(t) defined by:

Reyy(T) = E{e(t)ya(t—1)} = E{&p(t)ya(t—1)}(21)
E{lya(t) —F(P)Tya®)lya(t—1)}  (22)

The correlation criterion can be represented in the frequen

domain by applying the Parseval’'s theorem winetends to
e(t) =ya(t) —y(t) =va(t) = F(p)Tya(t) =Sv(t)  (11) infinity:
whereT =CP(14-CP)~! andS= (1+CP) ! are the closed-

Fig. 3. Precompensator tuning scheme

A. Tuning scheme
The tracking error can be computed as (see Fig. 1):

. 1/
loop sensitivity functions. Computing(t) for different val- A[QOJ(P) = —n/in|q’%(w)|2dw
ues of p requires many experiments on the system that can 1 _ _
be avoided by a new tuning scheme in which the place of = E‘[/ [1-F(p,e )T (e719)]?0f (w)dw (23)
—TT

closed-loop system and precompensator is interchanged so . .
thatF acts as a post-compensator (see Fig. 3). It should B&ere Pey(w) is the cross-spectral density betweeft)
mentioned that this can be done only for SISO LTI system&nd Ya(t) and @y, (w) is the spectral density ofy. This
In this schemein andym are the measured input and outpuXPression shows that:
of the plant from a closed-loop experiment with desired « The criterion is not asymptotically affected by noise.
outputyy as the reference signal. An estimate of the tracking ¢ Inthe ideal case where there exigtssuch thaf (p*) =
error now can be computed only with one set of data as T ' (i.e. T is minimum phase and= is properly
follows parameterizedp* is the minimum of the correlation
N criterion in (7).

&(t) = ya() =9) =ya() ~F(P)ym(t) ~ (12) « If yq4(t) is white noise the correlation criterion becomes
Ya(t) —F(p)Tya(t) —F(p)Sv(t)  (13) 3p) = T[T = F(p)]|2
It is clear that in the absence of noisgt{ = 0) e(t) and _ 2 _
£,(t) are equal. However, even in the presence of noise we SO the difference betwee and T~ weighted by the
have closed-loop transfer function is minimized in the two-

f(p) = E{e(t)Z(t)} = E{gp(t) (1)} (14) norm sense using the correlation approach.

Remark: The model following problem in two-norm also
can be treated with this model-free approach. Consider
B. Algorithm that we aim to compute the precompensafoisuch that

The estimate of the tracking errep(t) can be presented ||[M—F(p)T||2 be minimized. To proceed, we defiag(t) =
in the linear regression form: Myqg(t) — @' (t)ym(t) and we compute such thatey (t) is
£o(t) = Ya(t) — F(0)ym(®) =ya(t) =@ (p  (15) gic;]tnc;cl)rirnecljzt;:nv(\j/gzdgf)(t\;v'hlch is chosen to be a white noise

if the disturbance signal(t) is independent ofj4(t).

where D. Control input weighting

@' (t) = [Ym(t+8),Ym(t+ 8 —1),...,Ym(t —np+3)]. (16) When a precompensator is added to the feedback con-
This leads to the following expression for the correlatioriroller to improve the tracking performance, it is possible
function estimate that the control input becomes too large for certain desired

R 1 N outputs. Therefore, it is reasonable to take into account
f(p) = N ZZ(t)[Yd(t) —9' ()Pl =Z—-Qp (17)  the control input in the design of the precompensator. The
= measured control inputi, that corresponds to the control
where input when the feedback controller alone is used can be
1N 1N represented byim(t) = CS[yq(t) — v(t)] (see Fig. 3). In the
Z= ﬁt;Z(t)yd(t) , Q= Nt;Z(t>(pT t) (18) presence of the precompensator, an estimate of the control

input can be obtained t) =F(p)um(t) = ¢ (t)p where
Finally, if Q"Q is nonsingular (i.eyqy is sufficiently rich), P oy (1) (P)um(t) =47 (1)p

straightforward calculation gives: ¢T (1) = [Um(t+ ), Um(t+3—1),...,Um(t —np + 3)] (24)

p=(Q'Q1Q"z (19) ltis clear that in the absence of noise(t) is equal tou(t)

L . s . ... and in the presence of noise we have:
wherep is the optimal minimizer of the correlation criterion

in (10). o(p) = E{ur ()} =E{u®){(®)}.  (25)



I Svr—— . experiment. This scheme is depicted in Fig. 4 and is based
5 Vo on a closed-loop experiment where the desired oujgut
Yd:i Um P ‘%Ym: F(p) 0 Y €f

is added to the control input and the closed-loop reference

: : ) signal is fixed to zero. The plant inpuk, and the plant
output y,, are measured. The measured output filtered by
; c ; F(p) is denoted byum because, in the absence of noise, if
“"Closéd-loop experimen F(p)~ P! it will be an estimate ofi,. Then, the estimate
of the tracking erroes (t) = um(t) — Um(t) can be computed
Fig. 4. Feedforward tuning scheme by

&t (t) = Yu(t) —CS(t) —F (p)PSyu(t) —F (p)Su(t).  (33)
Now in order to consider the spectrum of the control input . | ¢ he ab . . |
in the control design, let the following correlation critar Itis clear from the above equations thett) is equal to
be defined: & (t) in the absence of disturbanegt). Moreover, if the

disturbancer(t) is independent of4(t) we have:

_ 4T T
Ae) = T PTR) AT (Plae) f(p) = E(eC(} = E{e(0C0).  (34)
- r:ZnRé’d(T) +2 RLZ‘fyd(T) (26) This leads to the following expression in regression form fo

. . . the correlation function estimate
whereR,y, (T) is the cross-spectral density function between

N
the control input estimate and the desired output, And f(o) = 1 D lum(t) — @' (1ol = Z¢ — 35
positive scalar weighting factor. This new criterion can be ) Nt;Z( m(t) =@ (V] F-Qp (33)

interpreted in the frequency-domain as: whereg' (t) andQ are the same as those defined respectively

. 1 in (16) and (18) for the precompensator tuning and
im 3(p) = 5= [ [1Pegy ()24 A 1@uyy () ] o

n—co 2 m 1 N
— %T/in[ll_ F(p7efjw)-r(efjw)|2 Zf = Nt;Z(t)um(t) (36)

+ ,\||:(p’efjw)c(efjw)s(efjw”Z] ¢§d(w)dw. (27) Therefore the parameters of the optimal controller are

Therefore, using the criterion in (26) and an appropriate p=(Q'Q 'Q'z (37)

choice ofA the magnitude of the frequency response of the A gimilar frequency-domain analysis using the Parseval's

control input can be reduced in the frequency range whefg|aiion gives the following expression for the correlatio
the spectrum of the desired output is large.

. L criterion
For a finite number of data, an approximation of the L
criterion can be obtained li)y Am‘](p) _ Zr/,,T'cD%(w)'Zdw:
In(p) = fT(p)f(p)+A4 (P)G(p) (28) L . |
o [ IS 9 PIL- Fp.e 1)P(e 19) Paf, () do
where 2/ Yd
6p) — = 3 20T (0P - Qup (29) %)
Nt; ’ This expression shows that the disturbance sigfgl has
and asymptotically no effect on the parameters of the feedfodwa
1 N T controller. On the other hand, using a white noise signal for
Q= Nt;Z(t)‘p (). (30) yq(t) a weighted two-norm of the difference betweerand

P~1 is minimized using the correlation approach.

The global minimum of this criterion is given by:
5 (070410701077 a1 V. SIMULATION AND EXPERIMENTAL RESULTS
p=(QQ+AQQ) Q2 (31 A Smulation Results

IV. FEEDFORWARD TUNING The correlation approach for precompensator tuning is
The tuning of the feedforward controller to reduce thepplied to a closed-loop system presented by the following
tracking error is very similar to that of the precompensatotransfer function.
The main idea is thaf (p) should make the tracking error 1. 0.133%7140.0677 2
e(t) uncorrelated with the desired outpi(t). The tracking T@)=—3—1 5017 07q2 (39)
error in the feedforward scheme is (see Fig. 2) ' '

The desired output is the response of a discrete-time second
e(t) = Sya(t) — F(p)PSya(t) — Sv(t). (32)  order system given by

N 0.0941g1+0.0708y2
1y
M(@) = T 126 17 0.4274; 2 (40)

Since this signal is not available for every value mfwe
propose a tuning scheme based on only one closed-loop
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Fig. 5. Correlation criterion versus Fig. 6. measured output without precompensator (dashed)redl output
(dash-dot) and noise-free simulated closed-loop outptit precompensator
(solid)
to a square-wave signal (between -1 and 1) of three periods
(number of data iSN = 600). The desired outputy(t) is
applied to the closed-loop system without precompensat
to obtain the simulated measured output as:

ym(t) = T(a )ya(t) +S(a Hv(t) (41)

where S(g1) = 1-T(g}) and v(t) is a uniformly dis-
tributed zero-mean white noise with a variance of 0.022:
A non-causal controllerF(q~!) = 5.8253) — 8.8756+
4.05167 1 is obtained using the algorithm in Egs. (17)-(19)
with @' (t) = [y(t +1),y(t),y(t —1)] andn= 10. It should be
noted that one sampling time previed+£ 1) corresponds to
the minimum of the correlation criterion when the numbe
of controller parameters is fixed to three (see Fig. 5). Fi¢ ‘ ‘ ‘
6 shows one period of the desired outgyft), simulated 0 0.05 0.1 0.15 0.2 0.25
measured outpuin(t) and the noise-free simulated output
of the closed-loop system with precompensator. It can be
observed that good tracking performance can be obtained
only with one set of data (the noise-free closed-loop output
is almost superimposed on the desired output).

30 ; : . ‘
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Fig. 7. Desired Output Motion

2) Tuning for a desired output: The standard movement of
the motor is a so-called “S-curve”, chosen to be less severe
than a step motion (see Fig.7). The S-curve is defined in

1) System Description: The proposed precompensatorterms of the desired displacement, the maximum velocigy, th
tuning method is applied to a linear, permanent magnet, symaximum acceleration and the jerk time. It is in terms of this
chronous motor (LPMSM). LPMSM'’s are very stiff and haveS-curve that the desired accuracy of the motor is described.
no mechanical transmission components, they, therefare, The tracking specifications are that for an S-curve with
not suffer from backlash and thus allow very high positignin 25mm displacement, a velocity of 0.5m/s and an acceleration
accuracy to be achieved. of 3m/s?, after 200ns the tracking error should be less

The motor used in the experiment is controlled by a stanthan 20@Gm with a maximum overshoot of less thamr.
dard two-degree-of-freedom position controller, as pre=tt  Additionally, during the transitory regime the motor pamit
earlier, operating at a sampling frequency of 6KHz. Thenust follow the reference signal with less than au@b
motor position is measured by an analog position encodaacking error. These specifications cannot be achievedjusi
with a period of 2um, which is interpolated to obtain a a model-based approach because of large model uncersaintie
resolution of 024nm. in high frequencies so a model-free approach is employed. In

Experiments are carried out for both the cases of tuningader to tune a precompensator for a desired output one set
precompensator for a desired output and that of the referenaf data,yn,, was acquired from the system by applying the S-
model problem. curve to the closed-loop system without precompensatar. Th

B. Experimental Results
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THE SYSTEM TRACKING PERFORMANCE
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Fig. 9. Comparison of the overshoot region (Dashed : Withtinet

94,998 precompensator, Solid : With the precompensator, Dash-8eturve)

0.19 0.2 0.2 0.22 .
! Time (s) ! proposed. It was shown that using only one set of data and

some specific tuning schemes the controller parameters can
be tuned for desired output tracking or the model following
problem. The approach is based on a correlation criterion
which is not asymptotically sensitive to noise and can be
minimized using the least squares algorithm. The frequency
controller,C, was tuned previously in order to achieve robuslomain analysis of the criterion showed that the resulting
stability. Using the proposed algorithm a precompensat@pntroner is a weighted approximation of the inverse of the
(n, = 3,0 = 0,n = 24) was calculated and tested on theclosed-loop system (for precompensator) or the plant model
system. This precompensator meets almost all of the trgckiffor feedforward) in the two-norm sense. The effectiveness
specifications with an overshoot slightly larger thanmi  of the method has been illustrated via simulation and exper-
(see Fig. 8). As measures of performance the infinity norniinental results.

|le(t)]|» and the_2—norr_nHe(t)|\2 were taken. Table | shows VIl. ACKNOWLEDGMENTS

the results obtained without and with the precompensator. | _

is clearly seen that the proposed technique greatly imgrove The authors acknowledge the collaborations of Ralph
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