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Abstract-Matching techniques are developed for discrete 
mechanical systems with symmetry. We describe new phenom­
ena that arise in the controlled Lagrangian approach for me­
chanical systems in the discrete context. In particular, one needs 
to either make an appropriate selection of momentum levels or 
introduce a new parameter into the controlled Lagrangian to 
complete the matching procedure. We also discuss digital and 
model predictive control. 

I. INTRODUCTION 

The method of controlled Lagrangians for stabilization 
of relative equilibria (steady state motions) originated in 
Bloch, Leonard, and Marsden [3] and was then developed 
in Auckly [1], Bloch, Leonard, and Marsden [4], [5], [6], 
Bloch, Chang, Leonard, and Marsden [7], and Hamberg 
[10], [11]. A similar approach for Hamiltonian controlled 
systems was introduced and further studied in the work of 
Blankenstein, Ortega, van der Schaft, Maschke, Spong, and 
their collaborators (see, e.g., [18] and related references). 
The two methods were shown to be equivalent in [8] and a 
nonholonomic version was developed in [20], [21], and [2]. 

According to the method of controlled Lagrangians, the 
original controlled system is represented as a new, uncon­
trolled Lagrangian system for a suitable controlled Lagran­
gian. The energy associated with this controlled Lagrangian 
is designed to be positive or negative definite at the (relative) 
equilibrium to be stabilized. The time-invariant feedback 
control law is obtained from the equivalence requirement for 
the new and old systems of equations of motion. If asymp­
totic stabilization is desired, dissipation -emulating terms are 
added to the control input. 

In this paper the method of controlled Lagrangians is 
applied to the discrete cart-pendulum system. This study 
is motivated by the importance of structure-preserving al­
gorithms for numerical simulation of controlled systems. 
In particular, as the closed loop dynamics of a controlled 
Lagrangian system is itself Lagrangian, it is natural to 
adopt a variational discretization that exhibits good long-time 
numerical stability. 

We carry out the matching procedure explicitly for the 
discrete cart-pendulum system and prove that we can asymp­
totically stabilize the upward vertical position of the pen­
dulum. The theoretical analysis is validated by simulating 
the discrete cart-pendulum system with control, and when 

dissipation is added, the inverted pendulum configuration is 
asymptotically stabilized, as predicted. 

We then use the discrete controlled dynamics to construct 
a real-time model predictive controller with piecewise con­
stant control inputs. This serves to illustrate how discrete 
mechanics can be naturally applied to yield digital controllers 
for mechanical systems. 

The paper is organized as follows: In Sections II and 
III we review discrete mechanics and the method of con­
trolled Lagrangians for stabilization of (relative) equilibria 
of mechanical systems. The discrete version of the method 
of controlled Lagrangians is discussed in Section IV. The 
theory is illustrated with the discrete cart-pendulum system 
in Section V. Simulations and the construction of the digital 
controller are presented in Sections VI and VII. 

In a future publication we intend to treat discrete systems 
with nonabelian symmetries as well as systems with non­
holonomic constraints. 

II. AN OVERVIEW OF DISCRETE MECHANICS 

A discrete analogue of Lagrangian mechanics can be 
obtained by considering a discretization of Hamilton's prin­
ciple; this approach underlies the construction of variational 
integrators. See Marsden and West [17] and references 
therein for a more detailed discussion of discrete mechanics. 

A key notion is that of the discrete Lagrangian, which is 
a map Ld : Q x Q ---> JR;. that approximates the action integral 
along an exact solution of the Euler-Lagrange equations 
joining qk and qk+1, 

h 

Ld(qk, qk+1) ~ ext r L(q, q) dt, (1) 
qEC([O,h],Q) Jo 

where C ([0, h], Q) is the space of curves q : [0, h] ---> Q with 
q(O) = qk, q(h) = qk+1 and ext denotes extremum. 

In the discrete setting, the action integral of Lagrangian 
mechanics is replaced by an action sum 

N-1 

Sd = L Ld(qk, qk+1), 

where qk E Q. The equations are obtained by the discrete 
Hamilton's principle which extremizes the discrete action 
given fixed endpoints qo and qN. Taking the extremum over 
q1, ... , qN -1 gives the discrete Euler-Lagrange equations 

D 1L d(qk, qk+1) + D 2L d(qk_1, qk) = 0, 
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for k = 1, ... ,N -1. This implicitly defines the update map 
<I> : Q x Q ---> Q x Q, where <I>(qk-l,qk) = (qk,qk+l) and 
Q x Q replaces the phase space TQ of Lagrangian mechanics. 

In the rest of this paper, we will adopt the notations 

qk + qk+1 
qk+l/2 = 2 

This allows us to express a second-order accurate discrete 
Lagrangian as 

Ld(qk,k+l) = hL (qk+l/2, !::,.qk/h) . (2) 

More generally, higher-order discrete Lagrangians can be 
obtained by using higher-order polynomial interpolation and 
numerical quadrature schemes. This yields the following 
approximation to (1): 

Ld(qk,qk+1) = ext h LbiL(q(Cih),q(Cih)), (3) 
qEC' ([O,h],Q) i=l 

where Ci are a set of quadrature points, bi are the asso­
ciated maximal order weights, and CS([O, h], Q) = {q E 

C([O, h], Q) I q is a polynomial of degree s}. The discrete 
Lagrangian (2) arises from this general formulation by using 
linear interpolation and the midpoint rule. 

Since we are concerned with control, we need to consider 
the effect of external forces on Lagrangian systems. In the 
context of discrete mechanics, this is addressed by introduc­
ing the discrete Lagrange-d'Alembert principle (see, Kane, 
Marsden, Ortiz, West [14]), which states that 

n-l n-l 

5 L Ld (qk, qk+l) + L Fd (qk, qk+l) . (5qk, 5qk+l) = ° 
k=O k=O 

for all variations 5q of q that vanish at the endpoints. 
Here, q denotes the vector of positions (qo, ql, ... ,qN), 
and 5q = (5qo,5ql, ... ,5qN), where 5qk E TqkC(Q). The 
discrete one-form Fd on Q x Q approximates the impulse 
integral between the points qk and qk+l, just as the discrete 
Lagrangian Ld approximates the action integral. We define 
the one-forms F~ and F~ on Q x Q and the maps Fl

d, Ff : 
Q x Q ---> T*Q by the relations 

Ft (qo, ql) . (5qo, 5ql) = F2d (qo, ql) . 5ql 

:= Fd (qo, ql) . (0, 5ql) , 

F~ (qo, ql) . (5qo, 5ql) = Fld (qo, ql) . 5qo 

:= Fd (qo, ql) . (5qo, 0). 

The discrete Lagrange-d' Alembert principle may then be 
rewritten as 

n-l 

5 L Ld (qk, qk+l) 

n-l 

+ L [Ff (qk, qk+1) . 5qk + Ft (qk, qk+l) . 5qk+l] = ° 
k=O 

for all variations 5q of q that vanish at the endpoints. This is 
equivalent to the forced discrete Euler-Lagrange equations 

D1Ld (qk, qk+l) + D2Ld (qk-l, qk) 

+ Ff (qk, qk+1) + F2d (qk-l, qk) = 0. 

III. MATCHING AND CONTROLLED LAGRANGIANS 

In the controlled Lagrangian approach one considers a 
mechanical system with an uncontrolled (free) Lagrangian 
equal to kinetic energy minus potential energy. In the sim­
plest setting we modify the kinetic energy to produce a new 
controlled Lagrangian which describes the dynamics of the 
controlled closed-loop system. The method may be extended 
in various ways including the incorporation of potential 
shaping. 

Suppose our system has configuration space Q and a Lie 
group G acts freely and properly on Q. It is useful to keep 
in mind the case in which Q = S x G with G acting only 
on the second factor by the left group multiplication. 

For example, for the inverted planar pendulum on a cart, 
Q = Sl X JR;, with G = R the group of reals under addition 
(corresponding to translations of the cart). 

Our goal is to control the variables lying in the shape space 
Q / G using controls that act directly on the variables lying 
in G. l The controlled Lagrangian is constructed to be G­
invariant, thus providing modified or controlled conservation 
laws. In this paper we assume that G is an abelian group. 

The key modification of the Lagrangian involves changing 
the kinetic energy metric g(-, .). The tangent space to Q can 
be split into a sum of horizontal and vertical parts defined as 
follows: For each tangent vector v q to Q at a point q E Q, we 
can write a unique decomposition Vq = Hor vq+ Ver vq, such 
that the vertical part is tangent to the orbits of the G-action 
and the horizontal part is metric-orthogonal to the vertical 
space, i.e., it is uniquely defined by the identity 

g(Vq,Wq) = g(Horvq, Horwq) + g(Vervq, Verwq ) (4) 

with Vq and Wq arbitrary tangent vectors to Q at the point 
q E Q. This choice of horizontal space coincides with 
that given by the mechanical connection; see, for example, 
Marsden [1992]. 

For the kinetic energy of our controlled Lagrangian, we 
use a modified version of the right-hand side of equation (4). 
The potential energy remains unchanged. The modification 
consists of three ingredients: 

1) a new choice of horizontal space, denoted HorT, 
2) a change g ---> g" of the metric on horizontal vectors, 
3) a change g ---> gp of the metric on vertical vectors. 

Let t;Q denote the infinitesimal generator corresponding to 
t; E g, where 9 is the Lie algebra of G (see Marsden [1992] 
or Marsden and Ratiu [1994]). Thus, for each t; E g, t;Q is 
a vector field on the configuration manifold Q and its value 
at a point q E Q is denoted t;Q (q). 

Definition 1: Let T be a Lie-algebra-valued horizontal 
one-form on Q; that is, a onejorm that annihilates vertical 
vectors. The T-horizontal space at q E Q consists of tangent 
vectors to Q at q of the form HorTvq = Horvq - [T(V)]Q(q), 
which also defines Vq f-+ HorT(vq), the T-horizontal pro­
jection. The T-vertical projection operator is defined by 
VerT(vq) := Ver(vq ) + [T(V)]Q(q). 

IThe shape space is S in the case Q = S X C. 
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Definition 2: Given g", gp and T, the controlled Lagran­
gian equals a modified kinetic minus the given potential 
energy: 

1 
Lr,,,,p(v) = 2[g,,(Horrvq,Horrvq) 

+ gp(Verrvq, Verrvq)] - V(q). 

The equations corresponding to this Lagrangian will be 
our closed-loop equations. The new terms appearing in those 
equations corresponding to the directly controlled variables 
are interpreted as control inputs. The modifications to the 
Lagrangian are chosen so that no new terms appear in the 
equations corresponding to the variables that are not directly 
controlled. We refer to this process as matching. 

Once the control law is derived using the controlled 
Lagrangian, the closed-loop stability of an equilibrium can be 
determined by energy methods, using any available freedom 
in the choice of T, g" and gpo 

Under some reasonable assumptions on the metric g", 
Lr,,,,p (v) has the following useful structure. 

Theorem 3: Assume that g = g" on Hor and Hor and Ver 
are orthogonal for g". Then 

1 1 
Lr,,,,p(v) = L(v + T(V)Q) + 2 g,,(T(V)Q, T(V)Q) + 2w(v), 

where v E TqQ and w(v) = (gp - g)(Verr(v), Verr(v)). 
A useful example treated in earlier papers in the smooth 

setting is the pendulum on a cart. Let S denote the position 
of the cart on the s-axis and let 8 denote the angle of 
the pendulum with the upright vertical, as in Figure 1. The 

s 

Fig. 1. The pendulum on a cart 

configuration space for this system is Q = S x G = Sl X R 
with the first factor being the pendulum angle 8 and the 
second factor being the cart position S. The velocity phase 
space, TQ, has coordinates (8, s, iJ, s). The length of the 
pendulum is l, the mass of the pendulum is m and that of 
the cart is M. 

The symmetry group G of the pendulum-cart system is 
that of translation in the s variable, so G = R We do not 
destroy this symmetry when doing stabilization in 8. 

For notational convenience, write the Lagrangian as 

L(8,s,iJ,s) = ~(o:iJ2 + 2iJcos8siJ+,s2) - U(8), (5) 

where 0: = ml 2
, iJ = ml" = M + m are constants and 

U( 8) = -mgl cos 8 is the potential energy. Note that 0:, -

iJ2 > O. 

IV. DISCRETE MATCHING 

In discretizing the method of controlled Lagrangians, it is 
natural to combine the results of Theorem 3 with formula (3). 
To simplify the exposition in the remainder of the paper, we 
will restrict ourselves to the second-order controlled discrete 
Lagrangian that is defined by 

L~,,,,p(qk' qk+1) = h [L(qk+~' .6.qk/h + T(.6.qk/h)Q) 

1 1] + 2 g,,(T(.6.qk/h )Q,T(.6.qk/h )Q) + 2W(.6.qk/h) . (6) 

An alternative approach for parameterizing the space of 
controlled Lagrangians is through the use of discrete con­
nections (see Leok, Marsden, and Weinstein [15]). 

V. STABILIZATION OF THE DISCRETE CART-PENDULUM 

SYSTEM 

A. The Discrete Cart-Pendulum 

For the discrete cart-pendulum system, qk = (8k, Sk). 
According to (2), the discrete Lagrangian for the cart­
pendulum system is 

where L is Lagrangian (5). The discrete dynamics is gov­
erned by the equations 

aLd(qk,qk+1) + aLd(Qk_1,qk) = 0 
a8k a8k ' 

(7) 

aLd(Qk, Qk+1) aLd(Qk_1, Qk) 
a + a = Uk, Sk Sk 

(8) 

where Uk is the control input. Straightforward calculation 
shows that the relative equilibria 8k = 0, Sk = const of the 
discrete cart-pendulum are unstable. 

B. Discrete Matching Conditions 

Using (6), we define the discrete controlled Lagrangian 
L~,,,(Qk' Qk+1) for the cart-pendulum system by 

hL(8k+~' .6.8k/h, .6.sk/h + T(8k+~).6.8k/h) 
h 2 + 2(}'(T(8k+~).6.8k/h), (9) 

where L is Lagrangian of the continuous-time cart-pendulum 
system (5). 

The dynamics associated with (9) is 

aL~,,,(Qk,Qk+1) aL~,,,(Qk-1,Qk) _ 0 
a8k + a8k -, (10) 

aL~,,,(Qk,Qk+1) + aL~,,,(Qk-1,Qk) = 0 
aSk aSk . 

(11) 

Equation (11) is equivalent to the discrete controlled momen­
tum conservation: 

Pk = j.L, (12) 
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where 

Pk = 

Setting 

,b.ekT( ek+1/2) - ,b.ek- 1 T( ek- 1/2) 
Uk = h (14) 

matches equations (8) and (11) and allows one to represent 
the discrete momentum equation (8) as the discrete momen­
tum conservation law 

Pk =p. (15) 

Define the functions F (e) and G I" (e) by the formulae 
F(e) = (3,cose+,2(JT(e) and GI"(e) = h2(3(J-i-p) cose+ 
h2'J-iT(e). 

Theorem 4: The dynamics (7) and (8) restricted to the 
momentum level Pk = P is equivalent to the dynamics (10) 
and (11) restricted to the momentum level Pk = J-i if and 
only if the matching condition 

[b.eL1T(ek_~)F'(ek_~) - b.ekT(ek+~)F'(ek+~)] 

+ 2 [b.ek-1T(ek_~)F(ek_~) + b.ekT(ek+~)F(ek+~)] 

+ [b.ek-1G~(ek_~) + b.ekG~(ek+~)] 

+ 2 [GI"(ek_~) - GI"(ek+~)] = 0 (16) 

holds. 
Proof Solve equations (12) and (15) for b.sk and sub­

stitute the solutions in equations (7) and (10), respectively. 
This process is a simple version of discrete reduction [12]. 
A computation shows that the equations obtained this way 
are equivalent if and only if (16) is satisfied. • 

Corollary 5: The matching condition (16) is satisfied if 
(3 (3 

T(e) =,",cose, J=-,,",' J-i= (3+ ,,",p. (17) 

Proof Equation (17) implies F( e) = G( e) = 0, and 
therefore each term in the left-hand side of equation (16) 
vanishes. Note that the momentum levels P and J-i are not 
the same. • 

We now briefly discuss an alternative matching procedure. 
Define the discrete controlled Lagrangian A~ (Y .\ (qk, qk+ 1) 
by the formula ' , 

hL (ek+~' b.ek/h, b.sk/h + T( ek+~ )b.ek/h ) 

+ ~J' (T(ek+~)b.ek/h r + h)..T(ek+~)b.ek' 
The dynamics associated with this Lagrangian is 

aA~,(Y,.\(qk,qk+1) aA~,(Y,.\(qk-l,qk) _ 0 
aek + aek - , (18) 

aA~,(Y(qk,qk+l) + aA~,(Y(qk-l,qk) = 0 
&k &k . 

(19) 

As before, the discrete controlled momentum is given by 
formula (13), and equation (19) is equivalent to the discrete 
momentum conservation (15). 

Theorem 6: The dynamics (7) and (8) restricted to the 
momentum level Pk = P is equivalent to the dynamics (18) 
and (19) restricted to the same momentum level if and only 
if the matching condition 

[b.eL1T(ek_~)F'(ek_~) - b.ekT(ek+~)F'(ek+~)] 

+ 2 [b.ek-1T(ek_~)F(ek_~) + b.ekT(ek+~)F(ek+~)] 

+h2,(p+)..) [2T(ek_~)-2T(ek+~) 

+b.ek-1T'(ek_l) + b.ekT'(ek+1 )] = 0 (20) 
2 2 

holds. 
Note that in this case we add an extra term to the controlled 
Lagrangian which eliminates the need for adjusting the 
momentum level. The proof of Theorem 6 is similar to that 
of Theorem 4. Further details will be given in a forthcoming 
publication. 

Corollary 7: The matching condition (20) is satisfied for 
the cart-pendulum system if 

T(e) = ,",cose, 
(3 

J= -­
I'""~ 

)..=-p. 

Remark. The quantities T(e) and J obtained in Corol­
laries 5 and 7 are identical to those resulting from the 
continuous-time matching procedure for the cart-pendulum 
system. 

C. Stabilization of the Discrete Cart-Pendulum System 

Here we study the stability properties of the relative 
equilibria ek = 0, Sk = const of the discrete cart-pendulum 
system. 

Theorem 8: The relative equilibria ek = 0, Sk = const of 
equations (7) and (8), with Uk defined by (14), are spectrally 
stable if 

(21) 

Proof Recall that UI/(O) = -C, where C > O. The 
linearization of the reduced dynamics (7) and (8) at e = 0 
is computed to be 

0;, - (32 - (3,,", (b.e _ b.e ) 
h2 , k-l k 

C 
+ 4 (ek- 1 + 2ek + ek+1) = O. (22) 

Observe that the value of P does not affect the linearized 
dynamics. 

The linearized dynamics preserves the quadratic approxi­
mation of the discrete energy 

0;, - (32 - (3,,", b.e2 _ Cek+l/2 
2h2, k 2 

(23) 

The equilibrium ek = 0 of (22) is stable if and only if the 
function (23) is negative-definite at ek = ek +1 = O. The 
latter requirement is equivalent to condition (21). • 

Remark. Stability condition (21) is identical to the stabil­
ity condition of the continuous-time cart-pendulum system. 
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The spectrum of the linear map (8k-1,8k) f-+ (8k,8k+1) 
defined by (22) belongs to the unit circle. Spectral stability in 
this situation is not sufficient to conclude nonlinear stability. 

We now modify the control input (14) by adding the 
discrete dissipation-emulating term 

in order to achieve the asymptotic stabilization of the upward 
position of the pendulum. In the above, D is a positive 
constant. The discrete momentum conservation law becomes 

D8k+1/2 
Pk = P - h 

Straightforward calculation shows that the spectrum of the 
matrix of the linear map (8k- 1,8k) f-+ (8k,8k+1) defined by 
the reduced discrete dynamics belongs to the open unit disc. 
This implies that the equilibrium 8 = 0 is asymptotically 
stable. 

VI. SIMULATIONS 

o7,-----------, 

06 

05 

04 

03 

200 300 

- 1,"-.2 ---'0~3 -0~.4-~05,---~06,-----:'07 

Fig. 2. Controlled dynamics with dissipation 

Simulating the discrete behavior of the controlled La­
grangian system is simply a matter of viewing the forced 
discrete Euler-Lagrange equation as an implicit update map 
<1> (qk-2,qk-1) f-+ (qk-1,qk). This presupposes that the 
initial conditions are given in the form (qo, q1), however 
it might be preferable to specify the initial conditions as 
(qo, go) instead. In this situation, one solves the boundary 
condition 

Algorithm 2 DIGITAL CONTROLLER ( q(.), T j , h) 

for q1, which can then be time marched using the implicit 
update map <1>. This procedure is described in Algorithm l. 

Algorithm 1 VARIATIONAL INTEGRATOR ( qo, go, T j , h) 
8L ( .) Po +- 8q qo, qo 

q1 +- solve Po + D1Ld(qo, q1) + F1d(qO, q1) = 0 
for k = 2 to Ttl h do 

qk +- solve D2Ld(qk_2, qk-1) + D1Ld(qk_1, qk) 
+Ff(qk-2,qk-1)+Ff(qk-1,qk) = 0 

end for 

When ~ is twice the critical value, and dissipation is added, 
the 8 dynamics is asymptotically stabilized, as predicted. 
This is illustrated in Figure 2. 

VII. MODEL PREDICTIVE CONTROLLER 

We now explore the use of the forced discrete Euler­
Lagrange equations as a model for use in the context 
of a real-time model predictive controller, with piecewise 
constant control forces. Algorithm 2 describes the procedure 
in detail. The digital controller uses the position information 
it senses for t = -2h, -h to estimate the positions at 
t = 0, h, 2h during the time interval t = [-h, 0]. This allows 
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qo +- sense q(O) 
q1 +- sense q(h) 
112 +- solve D2Ld(qo,q1) + D1Ld(q1,i12) = 0 
113 +- solve D2Ld(q1,i12) +D1Ld(112,i13) +F1d(112,i13) = 0 
iJ4 +- solve D2Ld(iJ2, iJ3) + D1Ld(iJ3, iJ4) 

+Ff(iJ2,iJ3) + Ff(iJ3,iJ4) = 0 
U2+1/2 +- ~ [(83 - 81) cos(82) - (84 - 82) cos(83 )] 

actuate U = U2+1/2 for t E [2h,3h] 
q2 +- sense q(2h) 
iJ3 +- solve D2Ld(q1,q2)+D1Ld(q2,iJ3)+F1d(q2,iJ3) = 0 
iJ4 +- solve D2Ld(q2, iJ3) + D1Ld(iJ3, iJ4) 

+Ff(q2,iJ3) + Ff(iJ3,iJ4) = 0 
iJs +- solve D2Ld(iJ3, iJ4) + D1Ld(iJ4, iJs) 

+Ff(iJ3, iJ4) + Ff(iJ4, iJs) = 0 
U3+1/2 +- ~ [(84 - 82) cos(83 ) - (8s - 83 ) cos(84 )] 

actuate U = U3+1/2 for t E [3h,4h] 
for k = 4 to (Ttlh - 1) do 

qk-1 +- sense q((k - 1)h) 
iJk +- solve D2Ld(qk_2, qk-1) + D1Ld(qk_1, iJk) 

+F2
d(qk-2,qk-1)+Ff(qk-1,iJk) = 0 

iJk+1 +- solve D2Ld(qk_1, iJk) + D1Ld(iJk, iJk+1) 
+F2

d(qk_1, iJk) + Ff(iJk, iJk+1) = 0 
iJk+2 +- solve D2Ld(iJk, iJk+1) + D1Ld(iJk+1, iJk+2) 

+F2
d(iJk,iJk+1)+F1

d(iJk+1,iJk+2) = 0 
Uk+1/2 +- ~[(8k+1_- 8k- 12 cos(8k2 

-(8k +2 - 8k ) cos(8k+1)] 
actuate U = Uk+1/2 for t E [kh, (k + 1)h] 

end for 



it to compute a symmetric finite difference approximation to 
the control force at t = h/2 using the approximation 

where the overbar indicates that the position variable is 
being estimated by the numerical model. This control is then 
applied as a constant control input for the time interval [0, h]. 
If the three forward solves can be computed within the time 
interval h, then this algorithm can be implemented in real­
time. 

The initialization of the discrete controller is somewhat 
involved, since the system is unforced during the time inter­
val [0,2h] while the controller senses the initial states, and 
computes the appropriate control forces. As a consequence, 
we initially have to solve a combination of the discrete Euler­
Lagrange equations and the forced discrete Euler-Lagrange 
equations to estimate the evolution of the system, until the 
feedback actuation comes fully online. 

The numerical simulation of the digital controller is shown 
in Figure 3. We see that the system is asymptotically sta­
bilized in the e variable. The use of a piecewise constant 
control introduces dissipation-like effects, which are reduced 
as the time-step is decreased. The nature of this behavior will 
be studied in a forthcoming publication. 
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Fig. 3. Real-time piecewise constant model predictive controller 

VIII. CONCLUSIONS 

In this paper we have introduced the method of controlled 
Lagrangians for discrete systems and have shown that it leads 
to an effective numerical implementation for stabilization in 
the case of the discrete cart-pendulum model. The method in 
this paper is related to other discrete methods in control that 
have a long history; recent papers that use discrete mechanics 
in the context of optimal control and celestial navigation are 

[9], [13], and [19]. The full theory of discrete controlled 
Lagrangians will be developed in a forthcoming paper. 
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