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Abstract— In recent years, numerous distributed algorithms
have been proposed which, when executed by a team of
dynamic agents, result in the completion of a joint task.
However, for any such algorithm to be practical, one should be
able to guarantee that the task is still satisfactorily executed
even when agents fail to communicate with others or to
perform their designated actions correctly. In this paper,
we present a concept of robustness which is well-suited for
general distributed algorithms for teams of dynamic agents.
Our definition extends a similar notion introduced in the
distributed computation literature for consensus problems. We
illustrate the definition by considering a variety of algorithms.

I. INTRODUCTION

Many algorithms have been presented in the last few

years to solve problems as varied as average consensus [3],

rendezvous [2] and sensor coverage [4] when there are

multiple cooperating agents present. Some of the problems

(such as average consensus) do not even make sense without

many agents being present. For any such algorithm to be

practical, the failure of one agent to perform its designated

duties should not imperil the joint task. In this note, we

introduce the notion of robustness to agent failure which

has been largely ignored in the control community. We

take a first step towards defining the concept and study

some common algorithms for their robustness properties.

Our definition ties in with a similar concept studied in the

distributed computation literature (see, e.g., [6] for a good

overview). We will show that distributedness in algorithms

does not inherently lead to robustness. As an example, the

recently proposed average consensus algorithm [3] is non-

robust in the sense that a single agent failing to update

its values according to the algorithm will lead to no agent

converging to the desired mean value. To make such al-

gorithms robust, in general, we need to ensure that agents

receive enough information from their neighbors to be able

to detect and isolate faulty agents. This point is of interest

while designing multi-agent systems and algorithms.

The paper is organized as follows. We begin by setting up

a framework for studying algorithms executed by teams of

dynamic agents. We then define the notions of agent failure

and robustness and illustrate the definitions by studying

various algorithms. We compare some algorithms that fulfill
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the same task yet display different robustness properties and

identify possible means of making an algorithm robust. We

end with some possible avenues of future work.

II. BASIC FRAMEWORK

For the rest of the discussion, we will concentrate only

on discrete-time algorithms and synchronous networks.

Definition 1: (A Controlled Agent:) We define an agent

as a collection of 4 quantities (X , U , X0, f).
1) x(k) ∈ X is the state; X represents the state space.

2) u(k) ∈ U is the control input; U is the input space.

3) x(0) ∈ X(0) is the initial condition, where X(0) ⊂
X is the set of allowable initial states.

4) f : X × U → X is a map that defines the dynamics
of the agent.

In words, an agent has a state x(k) at time k. Given a control

input u(k), the state evolves according to the dynamics

f , i.e., x(k + 1) = f (x(k), u(k)) . As an example, the

agent has linear dynamics if f (x(k), u(k)) is of the form

A(k)x(k)+B(k)u(k) where A(k) and B(k) are given. The

state space X can in general be a continuous space (such

as Rn) or a discrete space (such as nodes of a graph).

Definition 2: (Network of Controlled Agents) (follow-

ing [1]): We define a network of N agents using three

quantities (I,A,Gcomm).
1) I = {1, · · · , N} is the set of unique identifiers for

each of the N agents.

2) A = {Ai}i∈I is the set of controlled agents. Each

agent Ai is in turn defined as in definition 1. We will

refer to the state of the i-th agent at time k as xi(k),
the control input as ui(k) and the corresponding sets

of allowed values as Xi and Ui respectively.

3) Gcomm is the set of allowed communication graphs.

At each time step k, the communication graph

Ecomm(k) over N nodes is an element of Gcomm.

Every node is identified with the identifier i corre-

sponding to a unique physical agent. The edges in the

graph represent communication edges in the network.

Thus, if the pair (i, j) is an edge in Ecomm(k), the

agents with identifier j can communicate with the

agent with identifier i at time step k .

We will assume undirected graphs. Agent i is a neighbor

of agent j if the two can communicate. Note that the word

communication includes any means of gathering informa-

tion about the state of another agent (e.g., through sensing).

To fully characterize a networked system, we need to also

define communication and control laws according to which

the agents choose the messages transmitted to the neighbors

and the control inputs for their own dynamics. However, for

our present purpose, the above two definitions suffice.
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There might be additional variables involved in the

problem specification, which we refer to collectively as

environmental variables and denote by the set V . For

example, these can pertain to the locations of obstacles

when the agents are robots moving in an area. Similarly for

algorithms which assume a fixed and given communication

graph, the graph is an environmental variable.
We now define a cooperative task to be carried out by the

agents. We will define a task in terms of a cost function.
Definition 3: (Cooperative Task) A cooperative task is a

cost function C that depends on the state trajectories of all

the agents, the control inputs applied by them, their initial

conditions and possibly some environmental variables.

C :
∏

i

{xi(k)}∞k=0×
∏

i

{ui(k)}∞k=0×
∏

i

xi(0)×V �→ R+.

Note that for a task that is informally described in words,

say ‘rendezvous’, there might exist many choices of possi-

ble cost functions. We will associate a separate task with

each cost function. The aim of any algorithm that carries

out the task is to minimize the cost function.
Definition 4: (Cooperative Algorithm) A cooperative al-

gorithm is a choice of communication and control laws for

every agent.
Note that the cost function associated with the underlying

cooperative task and the cost function that the algorithm

is actually minimizing may be different, even though the

same control law may minimize both the functions. An

example of this will be provided in the average consensus

algorithm discussed below. Also, there can be constraints

on the control and communication laws that an algorithm

must satisfy. As an example, for robotic agents moving in

physical space, it might be the case that only a specific

function of the state of the neighbors can be sensed (output-

measurable). Hence, the messages and the control inputs

have to depend on that function.
Examples:
1) Average Consensus [3]: Consider N agents, each of

which is provided a scalar value. The arithmetic mean

of the values across the agents is m. The task is to

ensure that on termination, each agent has the value

m. The i-th agent has scalar dynamics of the form

xi(k + 1) = xi(k) + ui(k),

with xi(0) given. There are many cost functions that

can be considered. We will consider the cost function

C = lim
k→∞

( ∑
all nodes i

(
xi(k) − 1

N

∑
xi(0)

)2
)

.

This is clearly a function of the state values of the

agents and their initial conditions and thus fits in our

framework. The communication graph is fixed and

given. The only requirement on the edge set is that

the graph be connected. Let h be a small positive

number. Then, the i-th agent applies the control input

ui(k) = −h
∑

j:j is a neighbor of i

(xi(k) − xj(k)) .

Note that the algorithm minimizes C by minimizing

the cost function

Calgo = lim
k→∞

⎛
⎝ ∑

(i,j) being neighbors

(xi(k) − xj(k))2
⎞
⎠ ,

with the constraint∑
all nodes i

xi(k) =
∑

all nodes i

xi(0).

If all the agents are functional, it can be proven that

minimizing Calgo yields the control and communi-

cation laws that minimize the task cost C as well.

This algorithm is similar to the rendezvous algorithm

without connectivity constraint proposed in [2] and is

related to works based on Vicsek’s model (see [7] for

an overview).

2) Sensor Deployment: This problem and its solution

have been widely studied. We adopt the algorithm that

is described in [4]. The basic problem is for N agents

to position themselves in a convex region Q such that

the total distance from each point in the region to the

nearest agent (possibly weighted by a non-negative

density function) is minimized. The agents once again

have first order dynamics. They are assumed to move

in the convex region Q. Thus, Xi = Q for every agent

i. The cost function is defined as

C = lim
k→∞

∫
Q

min
i

|q − xi(k)|22φ(q)dq,

where φ(x) is a density function that has a non-

negative value at all points x in Q. In addition to the

state values, the cost also depends on the region Q
and the function φ(x), which are given environmental

variables. The network considered in [4] is the De-

launay graph. The control input is designed so that

each agent moves towards the centroid of its Voronoi

cell. The details are given in section III-B of [4].

Failure Modes and Robustness: One way to characterize

an algorithm is through the value of the task cost function

C that it achieves. Denote the performance cost achieved

by the algorithm by PC. Since the cost function C can be a

function of the initial conditions xi(0) and the values of the

environmental variables, so can be PC. To characterize the

algorithm, we can get rid of this dependence in two ways.

1) We can consider the average cost, PCavg obtained by

averaging PC as the initial conditions and values of

the environmental variables are chosen from a given

set S using a given probability distribution function.

2) We can consider the worst case cost PCwc which is

obtained by computing the supremum of the PC as

the initial conditions and values of the environmental

variables are varied across a set S.

In general, the performance cost will also depend on the

number of agents. To show this dependence explicitly, we
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will sometimes denote the performance cost by PCavg(N)
or PCwc(N) if N agents are present.

Before defining the key property of robustness, we need

to define an agent failure. During the execution of an

algorithm, an agent may stop functioning in many ways.

When an agent fails, it alters the control law and the

communication law that it follows. We can define some

failure modes as follows:

1) Failure mode 1: An agent may fail by simply ceasing

to communicate with other agents. This is the most

popular agent failure model considered in the litera-

ture. In the language of [6], this is similar to saying

that the process suffers from a stopping failure.

2) Failure mode 2: An agent fails by setting its state

value xi(k) to a constant. Thus, the control input

ui(k) that ensures xi(k + 1) = xi(k) is used at

every time step k. The constant state value can be

any value in the set Xi. The messages that a failed

agent transmits to its neighbors also assume constant

values for all time k.

3) Failure mode 3: The agent alters the control input to

set its state at every time step k to an arbitrary value in

the set Xi. The sequence of the values can be chosen

maliciously so that the other agents are hindered in

the pursuit of the cooperative task. The messages a

failed agent transmits are also chosen arbitrarily. This

is akin to the way agents fail as described in [5] and

is referred to as the Byzantine failure mode in [6].

In the language of [5], the assumption that any communi-

cation from a failed agent is also affected according to the

failure mode means that agents communicate “orally” and

not through “signed messages”. This list is not exhaustive

and other modes of failure can readily be thought of.

When a given number p out of a total of N agents

executing a certain algorithm fail according to a certain

mode, the situation is as if the p agents follow a new control

and communication law while the remaining N − p agents

follow the original laws. We can calculate the performance

of this new algorithm. We now define robustness of an

algorithm with respect to a particular agent failure model.

Definition 5: (Robustness of an Algorithm): Consider an

algorithm being executed on a system of N agents out

of which p agents fail according to a particular failure

model. Denote the worst-case performance cost achieved

through the remaining N − p agents as PCwc(N, p) where

the supremum is also taken over all groups of p agents that

can fail. An algorithm is said to be worst-case robust to a

particular failure mode up to p agents if

PCwc(N, p) = O (PCwc(N − p)) ,

as N → ∞. If PCwc(N, p) = Ω (PCwc(N − p)) but

PCwc(N, p) �= Θ (PCwc(N − p)) , the algorithm is said

to be worst-case non-robust1.

• If instead of the worst case performance costs, we con-

sider the average performance costs PCave(.) (how-

ever, while still taking the supremum over the p agents

that fail), we obtain the definition of average case

robustness. While the worst case robustness tells us

if the algorithm will perform correctly for any set of

initial conditions (similar to the case in robust control),

average case robustness guarantees that the algorithm

will perform correctly on an average. We can also talk

about almost sure (a.s.) robustness when the algorithm

is worst case robust as the initial conditions and values

of the environmental variables are varied across a set

S, except on a region with measure zero.

• Strictly speaking, the definitions given above pertain

to the robustness over the set S over which the initial

values and the environmental variables vary.

• The basic intuition behind the definition is that a

distributed algorithm should lead to better performance

as the number of agents increases. We can expect a hit

in the performance if some agents fail. However, if we

calculate the performance loss in two situations:

– N agents were present to begin with but p of them

failed, and

– Only N − p agents were present to begin with,

(Equivalently, N agents were present and p failed

but they were detected and removed)

then the rate at which adding functional agents de-

creases the cost should not be adversely affected. In

other words, the impact due to agents failing should

not increase as more functional agents are added.

We note the following properties that follow from the

definitions. We present the proofs for worst-case robustness.

The proofs for average-case robustness are similar.

Proposition 1: If an algorithm is non-robust for p failed

agents to failure mode 2, it is non-robust to p failed agents

to mode 3. Similarly an algorithm robust for p failed agents

to failure mode 3 is robust for p failed agents to mode 2.

Proof: Let the control inputs used in the calculation

of PCwc(N, p) for failure mode 3 be given by {ui(k)}3

for agent i and the messages sent be given by {mi(k)}3.

Similarly, let the control inputs used in the calculation of the

performance cost for failure mode 2 be given by {ui(k)}2

for agent i and the messages sent by {mi(k)}2. Consider the

choice of the control inputs. The set in which the control

inputs are allowed to vary for mode 3 also contains as a

particular element {ui(k)}2. Since, by definition, the cost

in mode 3 is maximized by {ui(k)}3; in particular, the cost

achieved by using {ui(k)}2 is not more than when {ui(k)}3

is used. But the cost achieved when {ui(k)}2 is used is the

1We say f(x) = O(g(x)) iff ∃ numbers x0 and M > 0 such that
|f(x)| ≤ M |g(x)| for x > x0. f(x) = Ω(g(x)) iff ∃ numbers x0 and
M > 0 such that |f(x)| ≥ M |g(x)| for x > x0. Finally, iff ∃ x0,
M0 > 0 and M1 > 0 such that M1g(x) ≥ f(x) ≥ M0g(x) for x > x0

then f(x) = Θ(g(x)). Also note that in the definition all the elements
are compared as functions of N .
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cost in failure mode 2. Thus,

PCwc(N, p) failure mode 3 ≥ PCwc(N, p) failure mode 2.

If the algorithm is non-robust to failure mode 2, there exists

a constant c such that

PCwc(N, p) failure mode 2 ≥ cPCwc(N).

The above two equations together prove that the algorithm

is non-robust to failure mode 3 as well. The second part

can be proved similarly.

However, a similar statement cannot be said for failure

modes 1 and 2. Even if an algorithm is non-robust to failure

mode 1, it can be robust to failure mode 2.

Proposition 2: If an algorithm is non-robust to failure of

p agents in failure mode 3, it is also non-robust to failure

of t agents in failure mode 3 where t ≥ p. Similarly if the

algorithm is robust to failure of t agents in failure mode 3,

it is also robust to p failures where p ≤ t.
Proof: Consider the case when p agents fail. Consider

the choice of initial conditions, control inputs and messages

for the failed agents that corresponds to the worst case of

the performance cost. Choose an arbitrary set S of t − p
functional agents. For this choice denote the control input

that the agent i in the set S of t−p functional agents applies

by {ui(k)} and the messages it transmits by {mi(k)}. Now,

consider the case when t agents can fail. Choose the same

initial conditions as the previous case. Let the t agents that

fail be chosen such that they consist of the p agents that

failed in the previous case and the t − p agents in the set

S. Also, let the p agents apply the same control inputs and

transmit the same messages as the previous case. Let the

i-th agent in set S apply control input {ui(k)} and transmit

messages {mi(k)}. Thus, the evolution of the system will

be identical to the case when only p agents failed. Hence,

PCwc(N, t) ≥ PCwc(N, p) and the result follows. The

second part can be proved along the same lines.

Proposition 3: Suppose PCwc(N) = Θ(PCave(N)).
Then, if the algorithm is worst-case robust to failure of p
agents to a particular failure mode, it is also average-case

robust to failure of p agents to that failure mode. Similarly

of the algorithm is average-case non-robust to failure of p
agents to a particular failure mode, it is also worst-case

non-robust to failure of p agents to that mode.

Proof: Proof follows from the definitions once we note

that PCwc(N, p) ≥ PCave(N, p).
A similar statement can also be made about the relation

between worst-case robustness and a.s. robustness.

Examples: We now illustrate the above definitions using

specific algorithms. If the algorithms involve agents moving

in physical space, we will model the agents as point masses

and ignore issues such as collision avoidance. Let us begin

with an example in which there is a central data processing

node which intuitively renders the algorithm non-robust.

a) Multi-Sensor Fusion using a Central Node: Let

N nodes measure the value of a random variable v with

some additive measurement noise. To obtain the global

estimate, every node i transmits its local estimate x̂i with

error covariance Pi to a central node. The central node fuses

the estimates to obtain the global estimate x̂ with the error

covariance P given by P−1 =
∑

i(Pi)−1 and transmits

it back to every node. The cost function is
∑

i trace(Pf,i)
where Pf,i is the final error covariance of the i-th node. The

algorithm is worst-case, average-case and a.s. non-robust to

either failure mode 1 or to mode 2.

Proof: We give the proof for failure mode 1 for worst-

case robustness. The proof for other cases is similar. First

we note that if the error covariance for the local estimate is

given by Pi = P , then the error covariance for the global

estimate will be given by P
N if N agents are present. Thus,

PCwc(N) = (N) × trace

(
P

N

)
= trace(P ).

Now, consider the case when the central node fails. Then,

Pf,i = Pi. Thus, PCwc(N, 1) ≤ ∑
i trace (Pi) = (N −

1)trace (P )and the algorithm is non-robust.

b) Average Consensus [3]: Since the algorithm re-

quires connected graphs, we will assume that to be the case

as long as no agents fail. For average-case robustness, we

will consider the initial conditions to be chosen uniformly

over the set [−1, 1].
• Assume that the p agents that fail are allowed to be

chosen so that the graph of the remaining N − p
agents is disconnected. Then, the algorithm is worst-

case non-robust to failure mode 1. If the graph remains

connected, then the algorithm is worst-case, average-

case and a.s. robust to failure mode 1.

Proof: First consider the case when we allow

the graph of the remaining agents to be potentially

disconnected. Consider the case when p = 1 and let

N = 2m+1. Choose the graph of N agents as a line.

Let the agent i fail such that two distinct connected

sub-groups of agents are formed, each with m agents.

Also, suppose the initial conditions are chosen such

that every agent in the first sub-group has value 1
and every agent in the second sub-group has value

−1. Thus, the algorithm will converge with each agent

retaining its value, as against converging to the correct

mean for the N − 1 agents, which is 0. Thus,

PCwc(N, 1) ≥
m∑

i=1

(1)2 +
m∑

i=1

(−1)2 = N − 1.

If N agents were present, they would have all con-

verged to the mean as long as the graph was con-

nected. Thus, PCwc(N) = 0. Thus, the algorithm is

worst-case non-robust. If the graph remains connected,

PCwc(N, p) = PCwc(N) = 0. Hence, the algorithm is

worst-case robust. A similar argument shows that the

algorithm is average-case and a.s. robust.

In a similar manner, it can be proven that the algorithm,

if it runs on a l-connected graph, is robust to the

failure of l − 1 agents. A random G(n, p) graph
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is almost surely (a.s.) l-connected for p ≥ pl =
(log(n)+(l−1) log log(n))/n, and a.s. not l-connected

otherwise [8]. It can be shown that if the set over

which the graph (which is an environmental variable)

is allowed to vary is the set of random graphs, the

algorithm is a.s. robust to l−1 failures in failure mode

1 for p ≥ pl and non-robust otherwise.

• The algorithm is worst-case, average-case and a.s. non-

robust to failure mode 2.

Proof: Consider the case when p = 1. Let the

initial conditions be such that the non-faulty N − 1
agents have values 0 while the faulty agent has value

1. Thus, the algorithm will converge with each agent

achieving the value 1, as against converging to the

correct mean for the N − 1 agents, which is 0. Thus,

PCwc(N, 1) ≤
N∑

i=1

(1 − 0)2 = N.

Since PCwc(N − 1) = 0, the algorithm is non-robust.

A similar argument holds for average case robustness.

c) Sensor Deployment [4]: Assume the density func-

tion φ(x) to be a constant. For the statements below, we

consider the communication graph to be fully connected.

• The algorithm is worst-case robust to failure mode 1

but not to mode 2.

Proof: Clearly, if p agents fail according to mode

1, the remaining N−p agents will perform exactly as if

there were only N−p agents to begin with. Robustness

to failure mode 1 can thus be shown. For failure mode

2, let the agents move in the set Q which is a line

segment of unit length. Let all the agents be stationed

at one of the ends and the agent closest to the other

end fail. Thus, PCwc(N, 1) ≥ ∫ 1

x=0
x2dx = 1

3 . When

we have N agents present, the cost is obtained by a

Voronoi partition of a unit length segment by N agents.

This can be shown to be PCwc(N) = 1
12N2 . Thus, the

algorithm is non-robust.

• The algorithm is a.s. robust to failure modes 1 and 2

for p agents failing, where p is any constant.

Proof: Robustness to failure mode 1 follows

from the worst-case robustness. For failure mode 2,

consider the case when the agents are deployed along

a straight line of unit length. Consider also the case

when only one agent fails. Suppose that the failing

agent is at the position x and there are N1 agents in

the region [0, x) and N −N1 − 1 in the region (x, 1].
Easy algebra shows that given x and N1 PC(N, 1) ≈

x3

12N2
1
+ (1−x)3

3(2N−2N1−2)2 . Thus, if the agents are deployed

according to a uniform distribution, we can show that

each typical event will have PC(N, 1) ≈ 1
12N2 . When

N is large, PCwc(N, 1) ≈ 1
12N2 with high probability.

Since PCwc(N) = 1
12N2 as well, the robustness is

obvious. For general sets Q, the proof is similar.

Discussion: How to make Algorithms Robust: In this

section, we give some ideas about how to make algorithms

robust. As a case study, we will consider the classical

Byzantine Generals problem in which a General needs to

transmit a value v to N commanders such that when the

algorithm terminates

1) All the functional (or loyal) commanders make the

same decision about the value. We are not concerned

with the final values of the non-loyal commanders.

2) If the General is functional, all functional comman-

ders receive the correct value.

For ease of exposition, we will also assume that

the General is functional. Consider the cost C =
limk→∞

∑N
i=1 (xi(k) − v)2 , where xi is the final decision

of the i-th loyal commander and N is the number of loyal

commanders. We will study the robustness properties of

three algorithms that solve the problem. The first algorithm

is similar to the average consensus algorithm discussed

above. The general is assumed to be node 1. Its state

remains at a constant value v that it needs to communicate

to others. Every other agent updates its state as

xi(k + 1) = xi(k) − h
∑
j �=i

(xi(k) − xj(k)) ,

where h is a positive constant designed to make the al-

gorithm converge. It can be easily shown that any initial

condition for the agent states is driven to a consensus

vector in which every node has the value v. Thus, the

algorithm solves the problem provided all the agents are

functional. However, let us consider the case when p agents

fail according to failure mode 2. It can be shown [9] that

as long as a node has a path from the failed agent that does

not include the general, it does not converge to the value

v. Since there can be an arbitrarily large number of such

nodes, it can be proven that the algorithm is worst-case non-

robust for any non-zero value of p. Since the algorithm is

non-robust to failure mode 2, it is non-robust to mode 3.

The second algorithm was proposed by Lamport et al [5].

They demonstrated that if one-third or more agents fail

according to the failure model 3, then no algorithm that

solves the above problem exists. For the case of less than

one-third agents failing, they gave an algorithm which

successfully solves the problem. In the simplest version of

the algorithm, the communication graph is assumed to be

fully connected. We will also make that assumption. We

illustrate Lamport’s algorithm with a simple example of one

General and three commanders. The algorithm proceeds as:

1) At time step 1, the General transmits its value v to

all the commanders.

2) At time step 2, every commander broadcasts its esti-

mate of what the General transmitted.

3) At time step 3, every commander calculates a majority

of the messages it has heard, so far, and outputs its

estimate of the decision.

If at most one commander can fail, it can be proven that

the cost C is still 0. The algorithm can be extended to N
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commanders and can be studied under slightly less restricted

communication requirements than a fully connected graph,

e.g., a 3-regular graph. We note that the algorithm fits in our

framework and that it is both worst-case and average-case

robust to failure mode 3.

The third algorithm involves including a fault-detection

step in algorithm 1. For node i, let Ni be the neighbor set

of i and Ni be its cardinality. In this algorithm, when agent

i communicates with agent j at time k, it transmits four

quantities: xi(k) (denoted by ai(k)), xi(k−1) (denoted by

bi(k)),
∑

l∈Ni
xl(k − 1) (denoted by di(k)) and Ni. Given

these quantities, each node carries out the following checks:

1) It checks if ai(k − 1) = bi(k).
2) It checks if ai(k) = (1 − hNi)bi(k) + hNidi(k).

If both these checks are successful, it carries out the

same step as the average consensus algorithm, otherwise

it identifies the node i as faulty and disregards it from that

time on. We will consider the case of one agent failing in

failure mode 2. If the failing node disconnects the network

into 2 parts, there is no hope for an algorithm to be robust.

We will assume the network is at least 2-connected. The

general is again node 1. Without loss of generality, let node

2 fail. The following can easily be proved.

1) If ∀k, node 2 transmits ai(k) = a, bi(k) = b, di(k) =
d, and Ni = N then to avoid detection, a = b.

2) Moreover, to avoid detection by some node j0,

xj0(k) = Nia−d. Thus, unless two non-faulty nodes

have the same state value at all times, at least one

will be able to detect the fault in node 2.

3) To ensure that xj0(k) remains constant, it must be

true that
∑

l∈Nj0 ,l �=i xl(k) = Nj0(Na − d) − a.

Note that the last two conditions define two surfaces param-

eterized by the values of {xl(k)}l �=i in the (a, d, N) space

where the faulty values transmitted must lie for the failing

agent to go detected. Similarly the condition that the sum

of the state values of all neighbors of j0 remains constant

places an algebraic condition on the state values of all other

nodes of the network and defines another surface. Now, it

is certainly possible to come up with initial conditions that

satisfy the above constraints. As an example consider the

topology in which the edges (1,2), (1,5), (2,4), (3,4), (3,5)

and (4,5) are present. Node 5 is the general with value

4m−n+1 while node 1 fails by transmitting values a = m,

d = n and N1 = 2. The initial values of nodes 2, 3 and 4

are 3m − 1, 2m − 3n + 1 and 2m − n respectively. Then,

the nodes 3 and 5 will be able to detect that node 1 is

faulty but not node 4. Also, the nodes will never agree on

the value of node 1. We can add any number of nodes such

that they transmit only to nodes 3 and 5 with the same initial

conditions as node 3. Thus, they too will never reach node

1’s value and the algorithm is worst-case non-robust. On the

other hand, if we choose the initial conditions randomly

from a uniform distribution over the interval (0, 1), the

probability that the three surfaces will intersect is small.

Thus, the probability that valid values of a, d and Ni will

exist is also small. Hence, with high probability, all nodes

will be able to detect that node 1 is faulty and disregard

it. Once the nodes disregard it, the algorithm will run on a

connected graph of N − 1 functional agents and hence will

terminate successfully. The algorithm is thus a.s. robust.

The common feature of the two robust algorithms is

that every node received enough information to be able to

recover from the effects of the faulty agents. In the second

algorithm, enough number of edges were present for every

node to obtain multiple copies of the same value. Thus,

it could apply majority rule and obtain the correct value.

In the third algorithm, information was being transmitted

with sufficient redundancy that each node could check if

its neighbor was transmitting inconsistently and hence was

faulty. This robustness through information redundancy is

different in nature from the robustness through cost func-
tion that was exhibited by the sensor coverage algorithm.

Whether any algorithm can be made robust through such

information redundancy is an open question.

III. CONCLUSIONS AND FUTURE WORK

In this note, we introduced a framework for defining

a distributed task and an algorithm. We then defined the

key property of robustness and considered some common

algorithms for their properties. We saw that distributed

algorithms may not be robust and discussed how one might

design them to be robust.

This work is but a first step towards a theory of robust

distributed algorithms. We are currently working on identi-

fying the properties that the cost function must satisfy for

an algorithm to be robust. An analytic tool to determine the

robustness properties of algorithms and to synthesize robust

algorithms systematically is needed.
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