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Abstract—Due to topological constraints, Navigation Func-
tions, are not, except from trivial cases, equivalent to quadratic
Lyapunov functions, hence systems based on Navigation Func-
tions cannot directly accept an Input-to-State stability (ISS)
characterization. However a relaxed version of Input-to-State
stability, namely almost global ISS (alISS), is shown to be
applicable. The proposed framework provides compositional
capability for navigation function based systems. Cascade as
well as feedback interconnections of alSS navigation systems
are shown to also possess the alSS property under certain
assumptions on the interconnections. Several simulated exam-
ples of navigation systems are presented to demonstrate the
effectiveness of the proposed scheme.

I. INTRODUCTION

Navigation Functions proposed by Koditschek and Rimon
[3] are a valuable tool for robotic navigation due to their
closed form feedback structure and their amenability to
analysis from a control theoretic perspective. It was shown
in [3] that topological constraints prohibit the construction
of a globally attracting equilibrium state and smooth vector
fields on any sphere world must have at least as many
saddles as there are obstacles. For Navigation Functions
the saddle points are sets of measure zero and the set of
initial conditions that are attracted to them are also a set
of measure zero. Hence the asymptotic stability achieved
by Navigation Function (NF) based systems is of almost
global nature, implying the existence of sets of measure
zero that are not attracted to the minimum. This implies that
a Lyapunov function candidate for an NF based system is
not equivalent to a quadratic Lyapunov function because the
level sets of an NF ¢(-) beyond a certain value ¢ min =

Erg\i?o} {¢(q) |}, where C C R" is the set of critical points,
q
are not homotopically equivalent to the n — 1 sphere (S*1).

While navigation function based controllers are attrac-
tive for guiding vehicles to their destinations in a known,
obstacle-cluttered field, they do not lend themselves to
composition with other controllers. For example, it is de-
sirable to be able to compose navigation function based
controllers with reactive controllers for avoiding unmodeled
obstacles[6]. In systems with human operator oversight, it
is often necessary to allow the composition with human
operator inputs, so that the operator can locally modify the
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trajectory of an otherwise autonomous system. In multi-robot
systems, it may be necessary to loosely couple multiple
robots each navigating independently to its destination.

In this paper, we study the composition of inputs arising
from navigation function based controllers with inputs from
other sources using the framework of interconnected systems.
The central question is if navigation function based systems
can be connected to other systems while still exhibiting
the desirable property of almost global asymptotic stabil-
ity. The concept of input-to-state stability introduced by
Sontag [11], [12] provides a framework under which such
stability like behaviors of non-linear systems can be studied.
Since navigation functions are not equivalent to quadratic
Lyapunov functions, the notion of ISS cannot be directly
applied to them. However an almost global notion of input
to state stability introduced by Angeli [1] is applicable
to almost globally asymptotically stable systems as is the
case of navigation function based systems. The proposed
framework in this paper is based on this almost global
notion of ISS. While there are established results regarding
cascade interconnections of alSS with almost GAS systems
[1], results regarding more general interconnections of aISS
systems are currently an open research topic. To achieve
the propagation of the alSS property of navigation function
based systems through general interconnections, we have
introduced two input ports to the navigation function based
system. The first input port is a general interconnection port
and the second port is used in the case of feedback inter-
connections. We prove that a feedback interconnection of
navigation function based alSS systems still possess the alSS
property as long as at least one subsystem in the feedback
interconnection loop is connected through the second input
port. These properties provide compositionality for arbitrary
interconnection topologies between alSS systems with the
resulting systems possessing the alSS property.

The literature on applications of notions of Input-to-State
stability to the motion planning domain is rather restricted,
mainly due to the fact that the ISS property is not directly
applicable to almost GAS systems, that is oftentimes the case
for navigation systems. However the concept of ISS has been
successfully applied to the formation control problem [15]
where a leader following scheme is considered and an ISS
based notion of Leader-to-Formation stability is introduced.
Also results characterizing the stability properties of a certain
class of non-holonomic systems have been presented in [13]



where it is shown that those systems enjoy the ISS property.
In this paper we exploit results on Dual Lyapunov method-
ologies [8] along with recent results regarding the den-
sity function of navigation function based systems [4] to
construct an asymptotic gain characterization for navigation
function based systems. This enables the aISS character-
ization of those systems as well as the analysis of their
interconnections and the propagation of the aISS property.
The rest of the paper is organized as follows: Section
IT reviews several properties of the navigation functions.
Section III reviews some results regarding aISS systems.
Section IV presents two classes of navigation function
based systems and analyzes their alSS properties. Section
V presents simulation results and Section VI concludes the

paper.
II. NAVIGATION FUNCTION PRELIMINARIES

Navigation Functions (NFs) are real valued maps, realized
through cost functions, the negated gradient field of which is
attractive towards the goal configuration and repulsive with
respect to obstacles. Considering a trivial system described
kinematically as

qg=u

the basic idea behind navigation functions is to use a control
law of the form

u=—-Vy(q)

where ¢(q) is a navigation function, to drive the system to
its destination (figure 1). It has been shown (Koditschek

Fig. 1.

Navigation Function with three obstacles and the resulting gradient
following path

and Rimon [3]) that strict global navigation (i.e. with a
globally attracting equilibrium state) is not possible and
a smooth vector field on any sphere world, which has a
unique attractor, must have at least as many saddles as
obstacles. It has been shown [3] that navigation properties are
invariant under diffeomorphisms hence any world that can be

diffeomorphically transformed to a sphere world can accept
a navigation function [10], [9], [14]. Recent extensions of
Navigation Functions to the multiple disk shaped robots case
have been independently proposed by the first author [5] and
by [2].

Formally a Navigation Function is defined as follows:

Definition 1: [3] Let F C E™ be a compact connected
analytic manifold with boundary. A map ¢ : F — [0, 1], is
a navigation function if it is:

1) Analytic on F

2) Polar on F, with minimum at ¢4 ejf-‘

3) Morse on F

4) Admissible on F

The intuition behind property 1 of Definition 1 is that
it is preferable to have an analytic form of the gradient
of the vector field to encode actuator commands instead
of “patching together” closed form expressions on different
portions of space, in order to avoid branching and looping
in the control algorithm.

A function ¢ is called polar if it has a unique minimum on
F. By using smooth vector fields one cannot do better than
have almost global navigation [3]. By using a polar function
on a compact connected manifold with boundary, all initial
conditions will either be brought to a saddle point or to the
unique minimum: qg.

A scalar valued function ¢ is called a Morse function if
all its critical points (zero gradient vector field) are non-
degenerate, that is its Hessian at the critical points is full
rank. The requirement in Definition 1 that a navigation
function must be a Morse function, establishes that the initial
conditions that bring the system to saddle points are sets
of measure zero [7]. In view of this property, all initial
conditions away from sets of measure zero are brought to
qd-

The last property of definition 1 requires that the Navi-
gation Function is uniformly maximal across the workspace
boundary, that is OF = ¢~!(1). This property guarantees
that the resulting vector field is transverse to the boundary
of F. This establishes the safety properties of the Navigation
Function, that the system will be collision free.

Some useful properties of Navigation Functions are pro-
vided by the following:

Proposition 1: [3] Consider an autonomous system of
the form & = —Vp(z) where ¢ is a navigation function
defined on a compact Riemannian manifold F. Then ¢4 is
asymptotically stable, a.e. (almost everywhere) on F

Remark 1: The almost everywhere condition implies the
existence of sets of measure zero of initial conditions that are
not attracted to g4. Those sets are exactly the sets of initial
conditions with positive limit set the saddle points.

The following result gives us bounds for the minimum
value of the norm of the gradient of a Koditschek-Rimon (K-
R) [3] navigation function across the workspace boundary:

Lemma 1: Let ¢(q) be a navigation function on a sphere
world. Assume an K-R construction of ¢(g). Then it holds



Tmin ((rmin + do,min)2 - r12nin
k
k(rw + [lgall)

for all ¢ € OF, where 7y, "min; do,min, g4 and no are the
workspace radius, the minimum obstacle radius, the mini-
mum distance between obstacles, the destination configura-
tion and the number of obstacles, respectively. k is the tuning
parameter used for the K-R construction.

Proof: See Appendix B |
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III. ISS FOR ALMOST GAS SYSTEMS

In this section we will review some results from the ISS
literature.

Definition 2: [12] Consider a system of the form = =
f (z,u) evolving in finite dimensional spaces R™ with inputs
u € R™ that are measurable essentially locally bounded. The
map f : R™ x R™ — R" is locally Lipschitz and satisfies
f(0,0) = 0. The system is input to state stable (ISS) if

lz@N < Bz, 2) + ([[ull) (1)

for some B € KL, v € K« and for all ¢ > 0. Operator
|lul|,, denotes the essential supremum of a function u (-).
Unfortunately almost GAS systems cannot be character-
ized by the above (3 + v type of estimate [1]. An equivalent
approach in terms of asymptotic gains is more suitable for
such systems and gives rise to an almost global definition of

input to state stability:
L Ss

i [e

Fig. 2. Examples of a. Cascade interconnections and b. Feedback
interconnections

Definition 3: [1] A system & = f(x,u) evolving on a
smooth manifold M with f : M x U — TM a locally
Lipschitz manifold map satisfying f (z,u) € T, M for all
x € M and all v € U C R™ is almost ISS (alSS) with
respect to an invariant compact set A C M, if A is locally
asymptotically stable and

Vu, ¥ a a. &€ M, Timsup |z (¢, €, u) 4 < v (ull) @)
— T 00
where v € K and ||, denotes the standard point to set
distance.

While ISS properties are propagated through cascade in-
terconnections and under small gain conditions for feedback
interconnections (Figure 2), propagation of aISS properties
through cascades and feedback interconnections is currently
an open research topic. A weaker result was established by

[1] regarding the interconnection of an almost GAS with an
alSS system stating that the resulting system is almost GAS:
Theorem 1: [1] Consider the cascaded system

f(z,y)
g(y)

xT =
. 3)
with state z = [xT,yT]T € M x N where N a smooth
manifold. Assume that f and g satisfy f (0ps,0x) = 0 and
g (0x) = 0 for some points 0y € M and Oy € N. Let the
x-subsystem be almost ISS with respect to the equilibrium
0as and the input y and the y-subsystem be almost be almost
GAS at Op. Then the interconnection (3) is almost GAS at

0M><N = OM X ON
IV. NAVIGATION FUNCTION BASED SYSTEMS

In this section we present some special classes of naviga-
tion function based systems, which under certain conditions,
enjoy propagation of the alSS property through their inter-
connections.

We will be primarily concerned with systems that are triv-
ially described by first order kinematic models. Without loss
of generality the treatment is performed on the sphere model
world where the destination configuration is considered to be
the origin.

Consider the system:

S: i=—-KVep(x)+u(t) “4)

where o(z) is a navigation function, K a gain and = € F
where F C E™ a compact Riemannian manifold denoting the
system’s workspace and the input v : [0,00) — U C R".

We will initially study system S since this is the simplest
and most frequently encountered NF based system with ex-
ternal input. Based on the properties of navigation functions,
we can state the following:

Proposition 2: Let us, = sup {||u(t)||}. Then any trajec-

>0

tory of S satisfies
x (t, o, u(t)) € F

forall t > 0, xg € F as long as uee < KMNpin with Muin
as defined in Lemma 1
Proof: See Appendix C |
Remark 2: By using a scaling function, we can construct
the system:
| ()
Se: &=—-KVp(x)+ ux sat | —= ®)
Uco
which satisfies the conditions of Proposition 2 by construc-
tion. Function sat(-) is a vector scaling function defined in
the Appendix A-1
The following result provides an input to state character-
ization of the stability of the system .S, :
Proposition 3: System S, is alSS with respect to the
origin.
Proof: See Appendix D |
Let us denote with S; — Sy the cascade interconnection
of the output of system S; to the input of the system So.



We can state the following regarding the interconnections of
systems of type S,:

Proposition 4: Let S,,,S,, € Sy. Then the system
formed by the cascade interconnection S,, — S, is aISS
with respect to the origin.

Proof: See Appendix E |

Remark 3: It can be easily verified that the alSS properties
of the interconnection S,, — S,, hold even if we allow
external inputs to be added to the second system, i.e. ug =
1 + vo where vy € U. Also the alSS property is conserved
in the more general case where the interconnection is of the
form uy = h(x1) + vy where ||h(z1)| is of class K since
composition of class K functions are still of class K.

Even though the system S, maintains the alSS property
through cascade interconnections as demonstrated in Propo-
sition 4, this is not the case for feedback interconnections.
This is mainly due to the fact that due to topological ob-
structions, the interconnected system might become trapped
away from the destination configuration. To this extend we
propose the following construction of a navigation function
based vector field with two input ports. Consider the system:

Sp: &=—-KVeo+(1—¢)u; +o. (—u2TV<p) us  (6)

where function 0. is a smooth function defined in the
Appendix A-2 and u;,us € U. The first observation is that
Sz D S,! since the term (1 —¢)u; can take any value away
from the workspace boundary. We can state the following:

Proposition 5: The trajectories of system S, for any mea-
surable wuq, uo satisfy:

z(t, o, u1(t),u2(t)) € F

for all ¢ > 0, xg € F. Moreover the system .S, with u; =0
is almost GAS for all us € U

Proof: See Appendix F |
We have the following characterization of the stability of
system S
Proposition 6: System S, is alSS with respect to the
origin.
Proof: See Appendix G |

We will use the previously defined symbol to denote cas-
cade interconnections through the input port u;, i.e. for
the systems S;,5: € Sp, S — S denotes a cascade
interconnection of the output of system S; to the input
port u; of system S;. We use the notation S; — Sy to
denote a cascade interconnection of the output of system
S1 to the input port ug of system Sy. In case of feedback
interconnections (see figure 3) an arrow edge pointed in the
inside of the loop indicates an interconnection to port uo e.g.
the interconnection between systems S, and S5 in figure
3 is S5 — S4. The system shown in figure 3 excluding
the connection inside the dotted box is represented by the
following representation:

(Sl — 52) (SQ — 53 — 55 — S4 — 52) (55 — SG)

IThe subset relation between systems implies that the trajectories of
system S7 are included in the trajectories of system S D S1

The connection inside the dotted box adds a human input
H — S,4. Note that the symbol — will be used to denote an
arbitrary type of interconnection.

S1— S,

'H—s, 4— S, — S

Fig. 3. A complex interconnection including a feedback loop and cascade
interconnections.

We can now state the following regarding the interconnec-
tions of systems of type Sy:

Proposition 7: Let S, 52 € S;. Then the systems formed
by ge cascade interconnections S; — S, S; — Ss and
S| — Sy are alSS.

Proof: See Appendix H |

Regarding feedback interconnections, the alSS property
can be propagated through them under some assumptions:

Proposition 8: Let S; € Sy, i € {1...n}. Then the
feedback interconnection S; — Sy — ... — Sp is alSS
if at least one interconnection — is of type —.

Proof: See Appendix I |

V. SIMULATION RESULTS

To verify the effectiveness of our algorithms we have setup
two simulations with 6 S, type systems in sphere worlds.
The system interconnection is the one depicted in figure 3
and is represented by the string:

(Sl — 52) (SQ — 53 — 55 — 54 — Sg) (S5 — S@)

All systems had three obstacles in their workspace. The
workspace radius was set to 1m. The workspace obstacle
characteristics for each system are summarized in Table I:

TABLE I
OBSTACLE CHARACTERISTICS

[ 51,53, 55 I S2, 54, S6 ]
Location Radius Location Radius
(0.4m, 0.2m) 0.2m (0.2m, 0.4m) 0.2m
(-0.4m, 0.2m) 0.2m (0.2m, -0.4m) 0.2m
(0.0m, -0.6m) 0.2m (-0.6m, 0.0m) 0.2m

The initial conditions for each system are shown in Table
II: As can be seen from figure 4 the systems are driven safely

TABLE 11
INITIAL CONDITIONS

l L0y [ L0o [ 03 [ L0y [ 05 [ Z0g l
0.7m | —0.5m | —0.7m | —0.9m 0.01m 0.5m
0.6m | —0.7m 0.6m 0.0lm | —0.9m | 0.7m

to their destinations without colliding with the workspace
obstacles. Figure 5 shows the distance to the destination



vs time for each system. We can clearly see the influence
of system Sy on systems S5 and Ss and of system S5 on
system Sg. Eventually, in the absence of external inputs all
the systems converge to the origin.

o (M

0.2

0.6

0.4r S

0.2

Fig. 4. Trajectories of the interconnected system

In the second simulation, we consider a situation in which
the human operator decides to locally modify the trajectory
of the system S4. Accordingly, an external joystick input is
connected to the input port 1 of system S4. The trajectories of
the system are shown in figure 6. As can be seen at a certain
time instant the human operator decided that he wanted the
system to avoid the nearby obstacle by navigating to the other
side of it. As can be seen the external input did not destabilize
the interconnected system and the objective of the human
operator was achieved. Observe how the external input to
system S, affected the rest of the systems by comparing the
results to the results from the first simulation. As we can see
and in this case, the interconnected system was successful in
converging safely to its destination.

VI. CONCLUSIONS

We have presented a methodology to interconnect Naviga-
tion Function based systems using both cascade and feedback

AW N e
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o
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time(s)
Fig. 5. Distance to the goal vs time
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Fig. 6. Trajectories of the system when a joystick input from a human
operator is connected to input port 1 of the subsystem Sa



interconnection architectures. This methodology is shown to
have direct applications to coordinating multiple autonomous
robots while accommodating human inputs that can be used
to locally modify inputs to the system.
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APPENDIX

A. Definitions

The sat(-) function is defined as:

z 2 <1
sat(z) = z A-1
@2{ = |51 (A1)
The o.(-) function is defined as:
oo (1) 2 v () (A-2)

v(z)+v(e—x)

where ¢ > 0 and the function v(-) is defined as:
v (t) N e_l/t t>0
B 0 t<0

Remark 4: Both o.(-) and v(-) are smooth functions as
can be verified by direct calculation. Function o.(z) is
identically zero for x < 0 and identically 1 for = > .

B. Proof of Lemma 1

Proof: The gradient of a navigation function is given
by:

=

(v + B)F Vg — 1aV (4 + B)
(vE+8)*

Over the boundary of F it holds that 5 = 0, hence

Ve (q) =

=

YaVya =V (v + B)
VLP (Q)\qea}‘ = 72

which after expanding the terms in the gradient and simpli-
fying, becomes:

\Y
Vo (@) geor = _kvg
Function 3 can be expressed as the product 8 = 3;f;
where (3; is the distance to the obstacle function that we are
considering and f3; is the product of the distance functions
from the rest of the obstacles. When a robot is over the
workspace boundary, it is touching obstacle 4, hence §; = 0.
For ¢ to be a navigation function in a sphere world, there
must be a minimum non-zero distance between obstacles. We
denote this minimum distance between obstacles as d, min-
By substituting 3 = /3;3; we get

BiV B;
k’yl’j

Vo (a)geor = —

Taking the norm of both sides we get:
|96 @ ge0r | = 2o 1951
lae k,y(lic

Substituting ||V 3;|| = 2 ||g — ¢;|| and taking the minimum
of the gradient norm across the workspace boundary, we get:

min (5; lg — ¢l)

. €OF
min |[Ve(q)| = 2*

oF vk
€ max (k)

We have that minl||lg — ¢;|| = 7min Wwhere ryi, is
the minimum radius of an obstacle and ming; =

no—1
((rmin + do,min)2 - Tfmn) , where no is the number of
obstacles in the workspace. Also max v = (ry + llaal?*,
qc

where r,, is the workspace radius and g4 is the destination
configuration. Then

9 9 no—1
Tmin ((Tmin + do,min) - 7dmin)

min [[Ve(q)| = 2
k(ru + llaal)™

qEOF




C. Proof of Proposition 2

Proof: Since (-) is a navigation function, one of the
properties required by its definition [3] is that it is uniformly
maximal over the boundary of F. This is sufficient to guar-
antee that the negated gradient vector field is transverse over
the boundary of . Assume that 72’ is the unit perpendicular
vector over 0F pointing in the internal of F then at any
q € OF we have that

(—KVe(q) +u)- 7 K |Ve (gl +u-7

K|[[Ve (@)l = v >0
The strict inequality shows that the boundary OF 1is not

(AVAN

o
reachable from initial conditions in the internal F of F. The
existence of a non-zero value of Ny, = m(iar} Ve (@)l is
qe

established by Lemma 1. Hence & points inside F across its
boundary and F is a positive invariant set. |

D. Proof of Proposition 3

Proof: The proof is based on dual Lyapunov techniques
[8]. The concept of combining primal and dual method-
ologies to derive an asymptotic gain for aISS systems is
proposed in [1]. We also make use of a recent result that
appears in [4] which states that the navigation function can
be used to construct a density function for a ‘“canonical”
navigation vector field defined as f = D,V + u (see [4]
for the definition of D). Results extracted on this vector
field can then be transferred to the navigation function based
vector field. With ¢ the navigation function, the density
function is given by p = (pl—a where a a sufficiently large
positive parameter. The dual Lyapunov criterion requires
(almost everywhere) positivity of the following:

. a K
divipf] = — =5 VT (~KD,Vy +u) — 2V (Do)

The positivity requirement can be satisfied by choosing:

aKVTpD, Vo — KoV - (D,Vp) 4
a Vel
The numerator of the above inequality is almost every-
where positive and at the saddle points V - (D,V¢) < 0 as
is shown in [4]. This implies that there exists a neighborhood
Bs,(xs) of radius ¢; of each saddle point x;;, where
V- (D,Vy) < 0 due to the smoothness properties of the
vector field. Since the origin is a non-degenerate critical
point, we can always find a neighborhood of the origin,
for which it holds that V - (D,V¢) > 0. Let Bs, (0) be
the largest spherical neighborhood with radius §y around the
origin for which V - (D, (x)Vp(x)) > 0, Va € Bs, (0).
Now define the set
Bi = Bs, (0) | Bs, (ws5)
J#i
. Since the vector field V¢ vanishes only at the saddle points

and at the destination configuration, for each saddle point ¢
choose 4, small enough such that

[Jull < U(z) (D-1)

max

Vo| > min [Vy|.
reohex IVel > min [Vl

Now choose

5:

min  §;
1€{0,..ns}
where ns is the number of saddle points. In view of the
positivity requirement (D-1) we can see that in each Bs(x ;)
region U(z € Bs(xs,)) > 0. Select

= U(x).

Now the dual Lyapunov (positivity) requirement will be
satisfied near the saddle points, as long as ||u|| < U, there.
From the primal Lyapunov analysis we have the requirement:
VTp(~KD,V¢+u) < 0, hence the primal Lyapunov
criterion is satisfied by

min
z€Bs(xs,i), Vie{l,...ns}

(D-2)

Now select

= min O(z).
z€0Bs(zs,:), Vie{l,..ns}

In view of the above, the primal Lyapunov requirement will
be satisfied in the complementary to the saddle proximal
region and sufficiently away from the origin as long as ||u|| <
®,, there. Taking the intersection of the two requirements
we have that sufficiently away from the origin the almost
everywhere attractivity of the origin will be maintained due
to either the primal or the dual Lyapunov criterion, as long
as ||u|| < min{U,,®,} & M,. Define v such that ®(z €
B.,(0)) < M, where B,,(0) is the ball of radius v around
the origin. Construct the function

where r,, the workspace radius. Then given any measurable
input u(-), for almost all initial conditions we have that

Yu Ya.a. xg lignsup |z (t, o, u)|| < v (|lully)
— 00

due to the compactness of the workspace. As is shown in [4]
the rate of convergence of a system under the influence of the
canonical vector field —K D,V is upper bounded by the
rate of convergence of a system using the navigation function
vector field —K'Vp, so the same asymptotic gain can be
used for that system. Hence all constraints of Definition 3
are satisfied and the proof is complete

|

E. Proof of Proposition 4

Proof: By Proposition 3 we have that S, and S,, are
aISS and let their asymptotic gains be v; and 72 respectively
chosen as in Proposition 3. We will use subscripts 7 € {1, 2}
to denote the system S,;, to which we refer to. By Definition
3 we have that for the first subsystem:

Vu,V a. a. £ € Fi1, limsup |z1 (¢,&,u)] <71 (HuHoo)

< (E-1)
t—+4oo
and for the second

Va1,V a. a. § € Fa, limsup |z (t,€,71)| < v2 (|21lls)  (E-2)
t——+4o0



Applying eq. (E-1) to eq. (E-2) we get:

Yu,Y a. a. € € Fa, limsup |z2 (t,&,21)] < 72 (11 (lull)) (E-3)
t—+oo

Combining eq. (E-1) and eq. (E-3) we get:
Yu,V a. a. £ € F1 X Fa, Emiup\!ﬁz (t, & u)] < vz (lull) E4

where

|z12 (£, &, u)| = |2y (8, &1, u)| + |22 (2, &2, 21)]
and
Y12 =1 (lullo) + 72 (71 (lull )

is again of class K. By application of Theorem 1 the
interconnection S,, — S,, is almost GAS for zero inputs.
Thus in view of the result E-4 all constraints of Definition
3 are satisfied and S,, — S, is alSS. [ |

F. Proof of Proposition 5

Proof: The navigation function ¢ is by definition [3]
uniformly maximal over the workspace boundary, i.e. p(q) =
1 for ¢ € OF. This implies that —Vy is transverse across
the workspace boundary and points inwards. Taking the inner
product of —V¢ with © we have that

iT(—Vy) = K |Vo|*~(1—¢)u] Vo—o. (—ul V) uj Vi

At the boundary the second term vanishes and the last term
is non-positive since o.(z) is identically zero for z < 0.
Hence i7(—Vy) > 0 across the workspace boundary
and the workspace is positive invariant. When u; = 0
using ¢ as a Lyapunov function candidate and noting that
oe (—ul V) ul' Ve < 0 we have that p < —K [Vel* <0
almost everywhere - hence the system S, with u; = 0 is
almost GAS at 0 |

G. Proof of Proposition 6

Proof: The proof follows the same line of thought like
the proof of Proposition 3. Denote

r=1—-¢

and
ro = 0¢ (—uQTDV,VgD)

From the dual Lyapunov criterion we get a positivity require-

ment for the following:

— —ﬁVTgo (=KD, Vo +rius + raus)
+ﬁv (=KD Vo +riu + raus)

div [pz]

But from Proposition 5 we know that the system with
u1 = 0 is GAS hence by using duality arguments we have
that it will hold that almost everywhere:

— Vi (=5 D,V +raus)
+5V - (5D Ve + roup)

>0

Hence setting K’ = K/2 we get from the dual Lyapunov
criterion, positivity requirement for the following:
div[pi] = - ZarT VTo(=K'D,Vp+riu)

+év (=K'D, Vo +riu)

The positivity of the above can be satisfied by choosing:

aK'VToD, Vo — K'oV - (D,V) s
@ IVrill + ary [V

[ ] < Ulz)

(G-I
Noting that r1, ||Vr1]| are upper bounded due to smoothness
and compactness arguments as also are ¢ and ||V||, the
proof continues in the exact same way as the proof of
Proposition 3 giving us the asymptotic gain y(z) = Z%z2.
Then given any measurable input w;(-), for almost all initial
conditions we have that

Vui,us Ya.a. zo  limsup ||z (t, zo, ur, u2)|| < v (|lua]ly)

t—oo
(G-2)
Using the same arguments as in Proposition 3 we can transfer
the same asymptotic gain from the canonical system to the
navigation function vector field. Hence all constraints of
Definition 3 are satisfied and the proof is complete. |

H. Proof of Proposition 7

Proof: As can be seen from the proof of the alSS
property of S, type systems (eq. G-2) the stability charac-
terization does not degend on input us. So we will consider
the general case S; — S which can be reduced to any of
the other two.

By Proposition 6 we have that S; and Ss are alSS and let
their asymptotic gains be ; and 7, respectively chosen as
in Proposition 6. We will use subscripts ¢ € {1, 2} to denote
the system S; to which we refer to.

By Definition 3 we have that for the first subsystem:

Yui,uz2,V a. a. £ € Fi,limsup |z1 (¢, &, ur, u2)| <7 (Hu1||oo)
t——4oco
(H-1)
and for the second

Vz1,Z1,V a. a. § € Fo,limsup |z2 (¢, &, 21, Z1)| < 72 (Hx1||oo)

o (H-2)
where ; = z; in the case of port 2 interconnections but
otherwise is any measurable input. Applying eq. (H-1) to
eq. (H-2) we get:

vu17u27v a. a. 5 S f27limiup ‘xz (t7§7$175:1)‘ S 72 (’Yl (”ul”oo))
t——+oo
(H-3)
Combining eq. (H-1) and eq. (H-3) we get:
Yui,u2,Va.a. £ € F1 X Fa,limsup |z12 (¢, &, w1, u2)| < v12 (||u1||00)
t

S
— 400
(H-4)
where

|12 (8, &, ut, uz)| = |21 (¢, &1, ur, uo)| + |@2 (¢, &2, 21, T1)]
and
12 =7 (lurll o) + 72 (71 (luall o))

is again of class IC_\ By application of Theorem 1 the
interconnection S; — Sy is almost GAS for zero inputs.
Thus, in view of the rtﬁult H-4 all constraints of Definition
3 are satisfied and S; — S5 is alSS. [ |



L. Proof of Proposition 8 point of — interconnection and the system can then be

Proof: The proof is based on the fact that any S, type treated as a cascaded interconnection. This is demonstrated
system with — interconnection is almost GAS for zero inputs ~ if We consider the interconnection S5 — Sy from figure 3.
on port 1. This can be easily seen by performing a Lyapunoy ~ BY the alSS property of system Sy we have that:

type analysis with ¢ the Lyapunov function candidate: Yu, 25, a. a. £ € Fy, limsup x4 (£, €, u, 25)| < va (Juall.)
t——+oo

o = —K |Vel*+0- (—ul Vi) VT puy < —K |[Vel|* "< 0 i8))

. . which does not depend on the value of xs. [ |
Hence the feedback interconnection can be broken at the p g



