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Abstract— FAA's NextGen program aims at increasing the safe merging is guaranteed at the merge points [14]. In Point
capacity of the national airspace, while ensuring the safety of Merge, another centralized merging and spacing solution,
aircraft. This paper provides a distributed merging and spacing  jrcraft approaching the terminal area achieve the desired

algorithm that maximizes the throughput at the terminal . . .
phase of flight using the information provided through the separation by flying on one of the vertically spaced sequenc-

ADS-B framework. Using dual decomposition, aircraft negotiate  iNg legs [2]. National Aeronautics and Space Administratio
with each other and reach an agreement on optimal merging (NASA) is also actively involved in air traffic management
times, with respect to an associated cost, that ensures proper research [1]. NASAs Aviation Systems Division is focusing
inter-aircraft spacing. We provide a feasibility analysis that on hi-flow airports [10], high density en route operations,

gives sufficient conditions to guarantee that proper spacing is d aut ted i b inq traiectazd b
achievable and derive maximum throughput controllers based and automated separation assurance by using trajectceyl bas

on the air traffic characteristics of the merging flight paths. tactical air traffic management [4].
A central theme in air traffic management research is the
[. INTRODUCTION problem of conflict resolution amongst aircraft. Tomkh

Next Generation Air Transportation System (NextGen) i@l. use a game theoretic approach for conflict resolution
the FAAs vision to address the impact of air traffic growthof noncooperative aircraft [9]. Maet al. provide sufficient
by increasing the National Airspace System’s capacity arfepnditions for stable conflict avoidance of two intersegtin
efficiency, while improving the safety and reducing envi&ircraft flows [3]. Rahmankt al. propose a decentralized
ronmental impacts [12]. It is expected that under NextGe,ﬂeconﬂiction algorithm based on artificia_l potential func-
the so called “performance based navigation” will allowtions [6]. Wollkind et al. use the bargaining technique
aircraft to fly negotiated trajectories, changing the affic of Monotonic Concession Protocol to detect and pseudo-
controller’s tasks from clearance-based control to ttajgc OPtimally resolve conflicts [11]. Roy and Tomlin suggest a
management. One of NextGen's goals is to explore inslot-based model where en-route traffic select an available
provements in terminal area operations, namely automatiot and thgn maintain its.positioning in the traffic flow, ben
merging and spacing of the incoming traffic paths, in ordeguaranteeing safety-of-flight [8].
to increase the traffic capacity of the terminal phase and !N this paper we focus on merging and spacing for the ter-
save fuel by reducing extraneous flight maneuvers such B4nal phase of flight. Spacing aircraft as closely as possibl
holding patterns. Current systems completely rely on aWhile avoiding holding patterns, would increase the lagdin
traffic controllers to safely route aircraft. As a resultnfiicts ~ capacity of the airport, which is of great importance to the
in merging routes are often identified too late and merginleéxtGen initiative. We stay true to safe-operation pratic
aircraft are asked to hold or redirect to wait for an openindflying between predefined waypoints) and utilize the inter-
thus creating an excessive separation between the aircraf@ircraft ADS-B protocol with the addition of a few extra

Safe and efficient merging and spacing in support of theégotiation parameters. In our suggested algorithm, atrcr
FAAs NextGen is an active area of research and is the subjéé¢€ dual decomposition (e.g. [7]) to negotiate mergingsime
of a few large scale tests of systems developed based 8Rd maintain proper spacing by minimizing an associated
the Automatic Dependent Surveillance-Broadcast (ADS-Bjairwise cost, while reaching agreement with the other
information. ADS-B, a crucial component of NextGen, re|ay§arties on the arrival times. We provide a feasibility asay
highly accurate traffic information between equipped aiitcr that giv_es sufficient condition; for the at.tai.nability qﬁesa
and a network of satellites and ground stations [13]. separations based on the traffic cha_rac.tt.enstlcs of thelrrgarg

SafeRoute, which is implemented on UPS aircraft, i§ight pathg. We d'emorlstrate' the viability of our algorithm
an example of a centralized and large scale ADS-B bas&fd conditions using simulations.
technology. Air traffic controllers instruct the pilot tollimwv 0
a particular aircraft, while an on-board system actively ) ) i ) .
computes and displays a recommended aircraft velocity such e goal of this work is to devise a merging and spacing

that a safe distance is maintained with the leading aireradt Procedure that increases air traffic throughput at the remi
phase of flight, while guaranteeing the safety of each ditcra
Authors are with the School of Electrical and Computer Engi-Specifically, we will address the scenario where two tracks
neering, Georgia Institute of Technology, Atlanta, GA 3B3¥mails:  of ajrcraft must merge into one track with a predetermined
{chipalkatty, ptwu, arahmani } @gatech.edu, magnus@ece.gatech.edu. . . . . .
This work is supported by a grant from Rockwell Collins Adved velocity and separation distance representing the tetmina

Technology Center. phase of flight. Furthermore, this two-track merging scheme
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can be generalized to binary tree structures such that any

arbitrary number of tracks can be merged pairwise. This

generalization will be further discussed in Section VI.
Referring to Figure 1, the goal is to merge the two legs of

air traffic onto a terminal leg, while maintaining a spacing o ) )
of at leastA;;; between all aircraft. The merging and v @and Ay are the speed and minimum spacing that aircraft

spacing procedure is divided into three phases. In Phasefly, at in Phase I is the minimum distance to fly at Phase
the Negotiation Phase, aircraft approach waypointwP1and !l Vi @ndV,.. are respectively the minimum and maximum
WP2 with a constant velocity/,, spaced at leash; apart Velocities that aircraft can fly during Phase M., is the

on the same leg, wherd; > A;;;. During this approach, maximum allowable path deviation in Phase I, drdand
aircraft on opposing legs will conduct pairwise negotiatio A, are respectively the constant velocity of all aircraft and
to determine arrival times avP3and flight plans over Phase their minimum required separation during Phase IIl.

Il so as to maintain a safe separation with other aircraft.

In Phase I, theAction Phase, each aircraft executes the A Negotiation and Local Information

negotiated flight plan to travel frorWPV/WP2 to WP3. As Recall during the negotiation phase (Phase 1), aircraft
seen in Figure 1, without loss of generality we assume boﬂibgotiate for arrival times atvP3 with aircraft on the
WP1landwp2are a distance from WP3at an angle) apart  gpposite leg. After a pair has negotiated, the aircraft with
and we consider the two dimensional problem where trackfe earliest arrival time will be assigned that arrival tiemed
refer to the ground track of the aircraft. hence, be labeled a resolved aircraft. The other aircrft, s

k
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Negotiating

%4 WP1

VP3 (‘/nu Am)

unresolved, will then conduct pairwise negotiations with t
next unresolved aircraft from the opposite leg to deterraime
arrival time atwP3 after the most recently resolved aircraft’s
arrival time such that it is at least a minimum separation

distance from this resolved aircraft. This pairwise negjin
| is continued until all aircraft are assigned arrival timesl a
WP2 will be discussed in greater detail in Section IV.

Phase T1 Phase 11T Let Aircraft 7 be the next unresolved aircraft on Leg 1 and
Aircraft j be the next unresolved aircraft on the Leg 2, while
Aircraft k is the last resolved aircraft. The following infor-
. . . mation is known to aircrafi: ¢** is Aircraft i's expected

The flight plan constitutes a velocif, & [V, Viw] @nd — gpjva) time atwpywp2, £ is Aircraft i's Estimated Time
a path deviationh € [0, hpa) fr(_)m the straight line p_ath of Arrival (ETA) at WP3 if’choosingV.. —V andh = 0 in
betweenWPJ/WP2 and WP3. As in [2] and [14], changing ppage |1 7, is the set of Aircrafti's feasible arrival times

Vi and i modifies Fhe qrrlval t|mg &}W_P& which _vve _W'" at WP3 while maintaining4,, separation from Aircraft: in
use to space merging aircraft. This is illustrated in Figwre Phase Ill, and is Aircraft ks resolved time of arrival at

WP3 Similarly, Aircraft j will know 372 %5, 7;, and ;™.

Aircraft « and j will also need to communicate additional
information to each other throughout the negotiation psece
These additional parameters are explained in detail in@ect

V as part of the proposed distributed solution.

Leg 2 Vi

Phase |

Fig. 1. Top view of two-track merging at the terminal phase @i

Fig. 2. Overhead view of velocity and path deviations durtizase II.
B. Relating Velocity, Path Deviation, and Arrival Times
Path deviations occur in the direction opposite to the other , & ; ; ; . ;
leg of flight. Since the deviatioh simply elgﬁgates the path | A fixed arrival time gtvvpsfor any A_|rcraftz on either leg
X - TR g eads to a corresponding set of possi@ig, k) pairs that can
flown by an aircraft, in practice it can be implemented as gg chosen for Phase Il to meet the arrival time. Vice versa,
constant curvature arc with curvatuse given by bounds onV, and h limit which arrival times atwpP3 can
1 de\\2 42 be achieved. The fastest that Aircraftan plan to arrive at
h? = o (Sinl (2)> - with (1)  wp3is when it flies in a straight line using the maximum
velocity, corresponding t&;, = V... andh = 0. Thus, T},
o < 2 requiring that  f, < %\/m ?) the soonest that Aircraft can reachwP3 is given by
In Phase lll, theTerminal Approach Phase, aircraft approach Toin =772 + Vi (3)
the terminal with constant velocity;, and must have a mex
minimum separation distance df, as shown in Figure 3. The slowest that Aircraft can reachwP3 is by flying
Throughout the three phases, all aircraft have access db the minimum velocity with the greatest path deviation,
the following global information as labeled in Figures 1 - 3:corresponding td/, = V,;, andh = h,.. AS a consequence,



T... the latest that Aircraff can reachwP3, is separation ofA,, from each other in Phase Ill. This result

9 7 can be used to show that the proposed pairwise negotiation
T = 15724 A2+ —. (4) algorithm is guaranteed to result in arrival times for each
Voin 4 aircraft that satisfy the minimum separation in Phase Ill.
The set ofreachable arrival times at WP3 for Aircraft 4
arriving at WPYWP2 at time ¢!** is therefore given by | Theorem 3.1: If the following conditions are satisfied for
R; = [Thn, Tral- Suppose Aircraftt is the most recently | every Aircrafti andi+ 1 following behind it on the same
resolved aircraft with arrival time}™ at WP3 then let | leg:
the set offeasible arrival times at WP3 for Aircraft i be RL |Ri| > 221, where|Ri| = 2-/h2, + £ — 4
7 =R;N [tﬁps + %’ OO) Il Vinin max 4 Vimax
Assuming thatWPYWP2 is a distanced from WP3 and R2 b < airy, for R = [ai, bi] and Rity = [ai41, bita,
it is desired to reaclwP3 at time t}* = ¢¥**2 + T', then if o o )
#%3 ¢ R, it is possible to do so with any choice 0, k) € then_ the proposed pairwise ne_gotlauon scheme will &
S(d,T) where all aircraft to agree on arrival times @tP3that guarante

a minimum inter-aircraft separation df,, in Phase IIl.

ow

D

S(d, T) = Vih) : V€ [Vin Vaads B € [0, ol . ) .
(dT) {v.h) €l > Lhel ] Proof: Suppose some Aircraft + 1 and j are engaging
V= 2 B2 + df}. in pairwise negotiation, with a previously resolved Airtra
T 4 i (if one exists). Proposition 1 guarantees that independent

The problem is to develop a distributed negotiation procesf what arrival timet}** Aircraft i chose, there is a set
dure, along with feasibility conditions, to determine tered ~ of (¢/73,#}*) pairs that allow all three aircraft to maintain
phase arrival times and flight plan parameters of each étircra minimum separation in Phase lll. Pairwise negotiation
on Phase Il that maintain a minimum inter-aircraft separati chooses a pair of arrival times for Aircraft4+ 1 and j
and minimize pairwise aircraft costs. within that set that occur afteéf”*. Without loss of generality,
assume that’™ < t¥%3. Then Aircraftj becomes the next
[1l. FEASIBILITY = Tl s . .
_ _ o _ resolved aircraft wheré™ is chosen such that Aircraft is
Before discussing the negotiation aspect of this frameyuaranteed a minimum separation from all other previously
work, we will give sufficient conditions on initial aircraft resplved aircraft in Phase Ill. This process then continues

spacings approaching/P/WP2 to guarantee that arrival inductively where Aircrafti + 1 and j + 1 must perform
times exist for all aircraft that allow the minimum sepavati pajrwise negotiation to determine(#"%, 2%, ) pair until all
distanceA,, to be maintained at all times. We will first show ajrcraft have negotiated arrival times that guarantee tie m
that conditions exist on the interval length and intersgtti  jmum separation requirement is met in Phase Ill. separation
of the reachable time set8;, for all Aircraft 4, such that requirement is met in Phase III. -
aircraft on opposite legs performing pairwise negotiation congition R2 requires aircraft on the same leg in Phase
can agree on reachable arrival timesiéR3 that guarantees | 14 have reachable arrival time sets that overlap at most
a minimum separation between each other and also th@y 4t the boundary of the intervals. This condition can be

previously resolved aircraft when in Phase Ill. This leadls tyansformed to equivalent conditions on spacing for inegni
conditions on the allowable choices G, Vi, andh,., on aircraft on Legs 1 and 2.

Phase II, which in turn gives conditions on minimum aircraft
spacing for each leg during Phase |. Let us define length PfTheorem 3.2: Condition R2 mentioned in Theorem 3.1
a reachable time set; = [a;, b;] as|R;| = [b; — ail. is equivalent to the distance between any two aircraft on
the same leg during Phase A, being greater than or

Proposition 1: If R;, R;, andR;, are such thatR,| > ) S = P

291, for = € {i,j,i + 1}, andb; < aiy1, then for all equal toVi | v=—+\/ b+ G — v

¢; € R;, there exists a; € R; andc;, € R;1; such tha - . — -

e — ¢ > %’ l¢; — cigpa| > %, and|ci 1 —¢;| > %. Proof: Assume at time, A|rcraft_z is a dls_tancaw_pl,z—a:,;

from WPYWP2 and Aircrafti + 1 is following behind at a

Proof: Choose distancez ey, — ;11 from WPYWP2 Therefore, the arrival

cj =a; and ¢ =biy1, ifa;<ci— % times atwPY/WpP2 are

cj =¢ + % and Cit1 = bi+1, if ¢; + % € Rj Wi Twerz — Ti

Cj = aj and Ciy1 = bi+17 if a; < i1 ti = tot T

cj =bj and ¢;y1 =a;y1, Otherwise. = et Twprs — Tit
Suppose Aircrafti andi + 1 are on one leg and Aircraft it1 = fot v :

j is on the opposite leg. The above proposition says that
as long as certain conditions on the feasible time sets argom Equations (3) and (4), we get that
met, any choice of arrival time awP3 by Aircraft i has

corresponding choices of arrival times \&P3 for Aircraft wers . 2 , , @ wep @
i+ 1 andj such that the three maintain a minimum spatial % =% T V. e L e Vi




Substituting into Condition R2 results in In summary, the following conditions are sufficient to
guarantee complete feasibility:

2
:177:1’1+1ZV|<V? m;) C1A12V||Ri|22%_
" e | C2 Vmin > MII .

Sufficient conditions also exist that ensure aircraft o3 7™ > 6 > max{6’,6*} .

Phase Il cannot violate the minimum separation requirement Now that we can guarantee when pairwise negotiations
will result in arrival times such that every aircraft mainisa

' a minimum separation distance throughout all three phases,
we discuss how to determine these arrival times such that

Nas@ach aircraft can attempt to minimize its fuel consumption
Y and deviation from its initial time of arrival.

Theorem 3.3: Assuming conditions R1 and R2 are met
a sufficient condition or#, the angle between Leg 1 and
Leg 2 in Phase Il, which guarantees that aircraft on P
Il maintain the required minimum separation is given

Ve > Vi andw > 60 > max{0',0"},
] V. PAIRWISE OPTIMIZATION PROBLEM
where®’ and6* are given by

The pairwise negotiations for arrival times atP3 will

a1 cos” 0" +agcosf +ag > 0 minimize a pairwise cost for both aircraft, consisting oé th
dsin(6'/2) > ﬂ7 sum of Maneuvering and Delay costs for each aircraft and a
2 joint Separation Cost. For an Aircrafimoving into Phase II,
with aq, g, a3 defined in (6), (7), (8) respectively. its Estimated Time of Arrival (ETA) atvP3 which we call

Proof: Assume one aircraft reachesP3 first, the other ‘i.0» 1S the time it takes to fly a straight line fromP1/Wwp2
aircraft must be at Ieaﬁwv behind, requiring/,,, > V;, to to WP3 using the same velocity as in Phase |. Any additional
i min ’ min

maintain our minimum distance requirement. Tracing aftcradeviation in the path or change in velocity corresponds to an
trajectories backward in time by definig= —t, one can see increase in fuel consumption and is penalized. _
that minimum distance between aircraft occurs when they do Given an arrival time awP3, the associated Maneuvering
not deviate from straight path while the first aircraft tiavat and Arrival Delay cost for an Aircraft is given by
V..x and the other one travels &i,, in Phase Il. As shown .
N TE7) = i (ko + sV, = V) + b (17— 1)
I

_W‘P\ ex(s) such that(V,, h) € S(d, t}™ — t¥*?). The weightsk; ;, k2,

ks; € Ry may be chosen differently for each aircraft. The
minimum term chooses the beg} and h pair to arrive at
WP3 at timet!™, which minimizes the penalty on deviations
in path and velocity.

The Separation Cost penalizes a proposed pair of arrival
times if they lead to aircraft having a separation greatanth
A, in Phase IIl. We will refer to this cost as being a joint
cost since it relies on bott}™ and¢}*.

Fig. 4. Diagram of Phase Il used for proof of Theorem 3.3

A
Jig (857, 677) = i (|57 — 7™ — ==)%, 755 > 0.

in Figure 4, distances left tovP3 are e;(s) = V,.s and 7

ea(s) = me(s+%), while the distance between the aircraft _ _
e(s) can be computed from the law of cosines. Solving for There are two constraints on allowable choicesw#3
the t|mes* When the minimum distance is achieved and irﬁ.rnval times. The fII‘St IS that they must be feaSIble fOI‘ the

return making sure that(s*) > A, will give a condition on aircraft and so we requirg™ € 7;, ;™ € 7;. The negotiated

the minimum allowed inter-leg angle, such that arrival times must ensure that a minimum separation of
A, is achieved in Phase lll, which is accomplished by the
a1 cos? 0F 4 g cos 0F + az > 0 (5)  constraintt4™ — 47| > %.

Letting each aircraft and j be responsible for its own

with Maneuvering and Arrival Delay cost as well as half of the

N V22 A2 ©) Separation Cost, the individual costs are
1 = - in Y79
max " min ‘/‘I'HQ
1
Qg = 2‘/max‘/mmA|2|| ) (7) Ui(tl{vps’ t;\lpa) = Ji(tz\’%) + 5 JZJ (tJWP3’ t\{"%)’
27172

as = Az(vmaxvmin _ V2 _ V2 ) (8) U-(tWP3 tWP3) _ J_(tv_\/m) + EJ _(tvyps tWP3)

1} V2 max min J\" %3 JI\Yg 2 Wy\"g 1" N

In addition, Legs 1 and 2 must be at ledst apart, meaning  These costs can be combined to create the pairwise cost,
that dsin(6'/2) > %. Hence, anglé > max{¢’,6*}. ® and hence the following pairwise optimization problem:



Problem 4.1: solve the minimization problem once for when Aircraft
(Ui (22, t?,pg) LU t;yp3))7 arrives first, and again for when Aircraftarrives first, and

min .
WP T, WP T choose the best scenario of the two to execute.

such that/tj™ — 1% > %. VI. BINARY TREE GENERALIZATION

We use distributed pairwise negotiation to solve this probl ~ T"€ proposed merging procedure can be generalized to
any number of incoming tracks by forming a binary tree
V. DISTRIBUTED SOLUTION structure as shown in Figure 5. The choice of velocity and
Dual decomposition is proposed to reach agreement (agparation on a leg will determine the required velocity and
seen in [7]) among a pair of aircraft on which arrival timesseparations of the two legs that merge into it. Therefore, th
at WP3 minimizes the pairwise cost between them, whileconditions chosen for the terminal leg will set constramrs
satisfying the separation constraint. First, we introdtlee Leg 7 and Leg 8, which will in turn give conditions on Legs
notion of Aircrafti’s estimate of what Aircraftj’s arrival 1, 2, 5, and 6, and finally for Legs 3 and 4.
time should be, given by7*. The dual optimization problem
to the primal Problem 4.1 is now written as
mae min U (07, 47) + U, (57 437
AL =) + At — 1),

Leg 1

Terminal Leg

such thatt}, ty7° € 7, and ¢}, t\7° € 7;, with constraint:

‘tww tWP3| - Ay and|tWP3 tWP3| - A, Fig. 5. Binary tree structure for merging multiple tracks.
Y v Vn - e Vm .

The primal problem has a bounded non-convex cost,
meaning the dual problem has weak duality and so its We demonstrate the viability of this approach with a
solution cannot be guaranteed to result in a global minimungimulation run using the following parameters; = 1,
We therefore seek arrival times that achieve local mininma fo = 8.1, Vi = 0.5, Ay = 2, d = 5, Vi = 1.81, Vi = 0.5,
the pairwise constrained optimization problem. hmex = 1, @andf = 7/2. The parameters were chosen such that

- ) incoming aircraft on Legs 1 and 2 have spacing close to the

A. Dual Decomposition Solution minimum separation distance as allowed by the feasibility

In [5] and [7], methods are presented for decomposingonditions. Figure 6 shows simulation results of aircraft
this dual optimization problem into subproblems that eachpproaching a merge point on both legs and then successfully
aircraft can solve. As a result, the negotiation is brokenrdo merging onto the terminal leg, while spaced at leagtapart.
into steps. First, each Aircraft solves a minimization peot
based on its own arrival time estimates and givewvalues.
Then, arrival time estimates are communicated between the. 15
aircraft and each aircraft takes a gradient step to update it

value of A. Finally, the updated\ values are communicated '
to the other aircraft and the cycle begins again. These step’ i}i : ::}M—»*
repeat until the other aircraft's arrival time estimateseag o

with the aircraft's own calculated arrival time. The follog . .
describes the subproblems of the dual problem that aredgolve

VII. SIMULATION RESULTS

at each of these steps. Aircrafsolves o s 0w ™3 o s s ™ B
(a) Incoming air traffic (b) Merged air traffic
. WP3 4 WP3 WP3 WP3
i Us(tii s ti ) + Mg — Aaty ©)

it lij Fig. 6. Simulation results for merging and spacing air traffict@o legs.

wp3 wp3 WP3 __ 4wP3 A
such thatty* € 7, t;7° € 7;, and [t}7° — 77| > J.

Aircraft j solves Plots of the separations &tP3 when the incoming sep-
) wes e wes wes aration on Legs 1 and 2 is exactly, is shown in Figure
WP s Ui (3575 657) — Mt + Aat (10) 8(a). SinceA, is extremely close to violating the feasibility
e conditions, the arrivals atvP3 are spaced almost exactly
such thatt’f* € 7;, t77° € 7, and|t{”;’;’3 — t;V{’3| > %. A,, apart. Figure 8(b) shows the case when the incoming
Next, Aircrafti andj take the gradient steps flights on Legs 1 and 2 are randomly generated such that

consecutive aircraft on each leg are spaced at l&asipart.
As an example, we show a particular pairwise negotiation
In order to solve these problems, Aircraftmust com- between Aircraft 1 on Leg 1 and Aircraft 2 on Leg 2, with
municatet!™ and \; to Aircraft j, while Aircraft j must no other aircraft preceding them. Aircraft 1's arrival time

)
communicatet’f* and A, to Aircraft i. Each aircraft must at WP1 (#™) is 12 and Aircraft 2's arrival time atwp2

A= AL+ P 8, and A = A 87 - 0 (11)



Dual Decomposition when Aircratt 1 Arrives first Dual Decomposition when Aircraft 2 Arrives first Cost J per lteration during Dual Decomposition
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Fig. 7. Arrival time agreement (left and center) and assodiatest using negotiated arrival times (right).

(t47%) is 13. Notice that if the two aircraft had not negotiatedAircraft 1 heavily penalizes deviations in its path. Airtra
and just proceeded in Phase Il wiif = V/ andh = 0, “lost” and must negotiate with the next unresolved aircraft
then they wpuld reachwP3 one t|me unit apart anq thus VIII. CONCLUSIONS
lose separation. Therefore, both aircraft negotiate fome t

(and order) to arrive awp3 given the feasible time sets In this work, sufficient conditions on the incoming aircraft
— [14.76 22.77] and 7, = [15.76 23.77]. spacing as well as on the set of reachable arrival times

were given to guarantee feasible arrival times at a merge
point, which guarantees minimum aircraft separation on the
6erm|nal phase of flight. Distributed methods were also pre-
sented that allow pairwise negotiations over opposite tegs

Since A, = 2 andV,, = 0.5, any arrival time that the
two negotiate must be% = 4 apart from each other at
all times. The cost Welghts for Aircraft 1 were chosen t

be k; = 10, ky = 2, k3 = 1, while the cost weights for det i that ; ‘

Aircraft 2 were chosen to bk, = 3, ko = 8, k3 = 3. Thus, etermine arrival mle; " at guaran ?‘te se:jlsfymkg ? minimu

Aircraft 1 penalizes deviations in the trajectory more thtan spacing requirement between aircraft and seeks to minimize
r}}ﬂel consumption and changes in the ETA. Simulations were

does changes in its velocity and so would prefer to speed u S .
or slow down rather than deviate from the straight-line pat erformed that demonsrate the viability of this approach.
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