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A Smooth Distributed Feedback for Global
Rendezvous of Unicycles

Ashton Roza, Manfredi Maggiore, Luca Scardovi

Abstract—This paper presents a solution to the rendezvous
control problem for a network of kinematic unicycles in the
plane, each equipped with an onboard camera measuring its
relative displacement with respect to its neighbors in bodyframe
coordinates. A smooth, time-independent control law is presented
that drives the unicycles to a common position from arbitrary
initial conditions, under the assumption that the sensing digraph
contains a reverse-directed spanning tree. The proposed feedback
is very simple, and relies only on the onboard measurements.No
global positioning system is required, nor any informationabout
the unicycles’ orientations.

I. I NTRODUCTION

This paper investigates rendezvous control of kinematic
unicycles. The objective is to design smooth feedbacks for
each robot so as to drive the group to a common position from
arbitrary initial conditions. An important requisite is that the
feedback be local and distributed. In other words, it is required
that the feedback depend only on the relative displacement of
each robot to its neighbours measured in the robot’s own body
frame, so that the feedback can be computed using onboard
sensing devices such as cameras or laser systems.

The solution to the rendezvous control problem proposed
in this paper is time-independent and it does not require any
information about the orientation of the unicycles, not even
their relative orientation. To the best of our knowledge, this is
the first solution having the property of being local and dis-
tributed, continuously differentiable, and time-independent. As
we argue below, previous solutions require either time-varying
or discontinuous feedback. For simplicity of exposition, the
proposed solution relies on the assumption that the sensing
digraph of the unicycles is time-invariant. However, it is only
required to contain a reverse directed spanning tree, whichis
the minimal connectivity requirement.

The main difficulty in solving the rendezvous control prob-
lem comes from the fact that the unicycles are nonholonomic,
in that their velocity is restricted to be parallel to the vehicle’s
heading direction. To overcome this difficulty, the solution
we present relies on a control structure made of two nested
loops. An outer loop treats the vehicles as fully-actuated
single integrators with a linear consensus controller providing
a reference velocity. Here we leverage existing consensus
algorithms for single integrators [1], [2], [3]. The desired
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velocity computed by the outer loop becomes a reference
signal for the inner loop, which assigns local and distributed
feedbacks that solve the rendezvous control problem. This
methodology is inspired by our previous work in [4], [5] for
rendezvous of rigid bodies in three dimensions.

The rendezvous control problem for unicycles has been
investigated before. In [6], the authors presented the first
solution. The feedback in [6] is local and distributed, but
it requires the use of time-varying feedbacks. In [7] both
positions and attitudes of the unicycles are synchronized
using a time-invariant distributed control. The graph is time-
dependent and the authors assume an initially connected
communication graph. The controller that is implemented,
however, is discontinuous. In [8] a time-independent, local and
distributed controller is presented. However, the authorsmake
the assumption that whenever two vehicles get sufficiently
close together they merge into a single vehicle, introducing
a discontinuity in the control function. To the best of our
knowledge, the solution presented in this paper is the first
one involving feedbacks that are local and distributed, time-
independent, and continuously differentiable. The proposed
solution is of simple implementation, not even requiring any
knowledge about the relative orientation of the unicycles.
As we illustrate through simulations, the proposed time-
independent, continuously differentiable feedback has prac-
tical advantages over the time-varying feedback in [6] and
the discontinuous feedback in [7] in that it induces a more
natural behaviour in the ensemble of unicycles. The feedback
in [6] makes the unicycle “wiggle” indefinitely, a behaviour
which would be unacceptable in practice. The feedback in [7]
induces instantaneous changes in direction that are impossible
to achieve with realistic implementations.

The paper is organized as follows. In Section II we present
the notation and review basic graph theory and stability
definitions. In Section III we formulate the rendezvous control
problem. The solution of the rendezvous control problem is
presented in Section IV, together with an intuitive description
of its operation. The proof of the main theorem is presented in
Section V. Finally, in Section VI we make concluding remarks.
Lemmas and claims related to the proof are in the appendix.

II. PRELIMINARIES

A. Notation

We use interchangeably the notationv = [v1 · · · vn]⊤ or
(v1, . . . , vn) for a column vector inRn. We denote by1 ∈ R

m

the vector(1, . . . , 1). If v, w are vectors inR2, we denote by
v · w := v⊤w their Euclidean inner product, and by‖v‖ :=
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(v · v)1/2 the Euclidean norm ofv. If ω ∈ R, we define

ω× :=

[

0 −ω
ω 0

]

.

Let {e1, e2} denote the natural basis ofR2, SO(2) := {M ∈
R

2×2 : M−1 = M⊤, det(M) = 1} and let S1 denote the
unit circle. If Γ is a closed subset of a geodesically complete
Riemannian manifoldX , andd : X×X → [0,∞) is a distance
metric onX , we denote by‖χ‖Γ := infψ∈Γ d(χ, ψ) the point-
to-set distance ofχ ∈ X to Γ. If ε > 0, we letBε(Γ) := {χ ∈
X : ‖χ‖Γ < ε} and byN (Γ) we denote an open subset of
X containingΓ. If A,B ⊂ X are two sets, denote byA\B
the set-theoretic difference ofA andB. If I = {i1, . . . , in}
is an index set, the ordered list of elements(xi1 , . . . , xin) is
denoted by(xj)j∈I .

Let U,W be finite-dimensional vector spaces. A function
f : U →W is homogeneous of degreer if, for all λ > 0 and
for all x ∈ U , f(λx) = λrf(x). A function f : U × V →W ,
(x, y) 7→ f(x, y), is homogeneous of degreer with respect to
x if for all λ > 0 and for all (x, y) ∈ U × V , f(λx, y) =
λrf(x, y).

B. Graph Theory

We refer the reader to [9] for more details on the notions
reviewed in this section. We denote adigraphby G = (V , E),
whereV is a set of nodes labelled as{1, . . . , n} andE is the
set of edges. The set ofneighborsof node i is Ni := {j ∈
V : (i, j) ∈ E}.

Given positive numbersaij > 0, i, j ∈ {1, . . . , n}, the
associatedweighted Laplacian matrixof G is the matrix
L := D−A, whereD is a diagonal matrix whosei-th diagonal
entry is the sum

∑

j∈Ni
aij , andA is the matrix whose element

(A)ij is aij if j ∈ Ni, and0 otherwise.
A directed spanning treeis a graph consisting ofn − 1

edges such that there exists a unique directed path from a
node, called the root, to every other node. Areverse directed
spanning treeis a graph which becomes a directed spanning
tree by reversing the directions of all its edges. We identify the
root of a reverse spanning tree with the root of its associated
spanning tree. A graphG contains a reverse directed spanning
tree if it has a subgraph which is a reverse directed spanning
tree.

Proposition 1 ([1], [6]): The following conditions are
equivalent for a digraphG:

(i) G contains a reverse directed spanning tree.
(ii) For any set of positive gainsaij > 0, i, j ∈ {1, . . . , n}

the associated weighted Laplacian matrixL of G has rank
n− 1, andKerL = span{1}.

A graph G = (V , E) is strongly connectedif for any two
nodesi, j ∈ V there exists a path fromi to j. A set of nodes
S ⊂ V is an isolated componentif it has no outgoing edges,
i.e., for any edge(i, j) ∈ E , if i ∈ S then j ∈ S. A graph
G′ = (V ′, E ′) is a subgraphof G if V ′ ⊂ V and E ′ ⊂ E .
A subgraphG′ is an induced subgraphof G if for any two
vertices i, j ∈ V ′, (i, j) ∈ E ′ if and only if (i, j) ∈ E . A
strongly connected componentG′ of G is a maximal strongly
connected induced subgraph ofG. In other words, there does

not exist any other strongly connected induced subgraph of
G containingG′. Letting G0 = (V0, E0), . . . ,Gr = (Vr, Er)
be the strongly connected components ofG, thecondensation
digraph of G, denotedC(G) = (VC(G), EC(G)), is defined as
follows. Thevertex setVC(G) is the set of nodes{vi}i∈{0,...,r}

where the nodevi is a contractionof the vertex setVi of the
i-th strongly connected componentGi. The edge setEC(G)
contains an edge(vi, vj) if there exist verticesi′ ∈ Vi and
j′ ∈ Vj such that(i′, j′) ∈ E . The following properties of the
condensation digraph are found in [10].

Proposition 2 ([10]): Consider a graphG containing a re-
verse directed spanning tree. The condensationC(G) satisfies
the following properties:

(i) C(G) is acyclic, i.e., there is no path inC(G) beginning
and ending at the same node.

(ii) C(G) contains a reverse directed spanning treeT with a
unique rootv0 ∈ VC(G).

(iii) There exists at least one vertexvi ∈ VC(G) such thatv0
is the only neighbor ofvi.

An example of a digraphG containing a reverse directed
spanning tree is shown in Figure 1. The strongly connected
components are boxed. The resulting acyclic condensation
graphC(G) is shown in Figure 2. The vertexv0 in the figure is
the unique root of the reverse directed spanning tree inC(G).

1 2

3 4 5
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Fig. 1: Directed graphG containing a reverse directed spanning
tree. The strongly connected componentsG0, . . . ,G3 are boxed

v0

v1

v2

v3

v0

v1

v2

v3

Fig. 2: Condensation digraphC(G) associated with the graphG
in Figure 1 (left) and reverse directed spanning tree contained
in C(G) (right).

As in [10], we define the vertex setLk ⊂ V to be the union
of those vertex setsVi that correspond to verticesvi in the
condensation digraph with the property that the maximal path
length fromvi to the rootv0 is equal tok. By this definition,
L0 := V0. We let L−1 := ∅. Defining the vertex set̄Lk :=
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∪ki=0Li, by construction, the neighbors of any vertex inLk
are contained in̄Lk−1. Therefore each node setL̄k is isolated.
For the example in Figure 2, we haveL0 = {1, 2, 3, 4, 5, 6},
L1 = {10} ∪ {11, 12} andL2 = {7, 8, 9}.

C. Stability Definitions

The following stability definitions are taken from [11]. Let
Σ : χ̇ = f(χ) be a smooth dynamical system with state
space a geodesically complete Riemannian manifoldX with
Riemannian distanced : X × X → [0,∞), so that(X , d) is
a complete metric space. Letφ(t, χ0) denote the local phase
flow of Σ.

Definition 1: Consider a closed setΓ ⊂ X that is positively
invariant forΣ, i.e., for allχ0 ∈ Γ, φ(t, χ0) ∈ Γ for all t > 0
for which φ(t, χ0) is defined.

• Γ is stable for Σ if for any ε > 0, there exists a
neighborhoodN (Γ) ⊂ X such that, for allχ0 ∈ N (Γ),
φ(t, χ0) ∈ Bε(Γ), for all t > 0 for which φ(t, χ0) is
defined.

• Γ is attractivefor Σ if there exists neighborhoodN (Γ) ⊂
X such that for allχ0 ∈ N (Γ), limt→∞ ‖φ(t, χ0)‖Γ = 0.
The domain of attraction ofΓ is the set{χ0 ∈ X :
limt→∞ ‖φ(t, χ0)‖Γ = 0}. Γ is globally attractivefor Σ
if it is attractive with domain of attractionX .

• Γ is locally asymptotically stable (LAS)for Σ if it is
stable and attractive. The setΓ is globally asymptotically
stable (GAS)for Σ if it is stable and globally attractive.

Definition 2: Let Γ1 ⊂ Γ2 be two subsets ofX that are
positively invariant forΣ. Assume thatΓ1 is compact andΓ2

is closed.

• Γ1 is globally asymptotically stable relative toΓ2 if it is
GAS when initial conditions are restricted to lie inΓ2.

• Γ2 is locally stable nearΓ1 if for all c > 0 and allǫ > 0,
there existsδ > 0 such that for allx0 ∈ Bδ(Γ1) and all
t⋆ > 0, if φ([0, t⋆], x0) ⊂ Bc(Γ1) then φ([0, t⋆], x0) ⊂
Bǫ(Γ2).

• Γ2 is locally attractive near Γ1 if there exists
a neighbourhoodN (Γ1) such that, for all x0 ∈
N (Γ1), ‖φ(t, x0)‖Γ2

→ 0 as t→ ∞.

We present a reduction theorem used to derive our main result
Theorem 1 (Reduction Theorem [11], [12]):Let Γ1 and

Γ2, Γ1 ⊂ Γ2 ⊂ X , be two closed sets that are positively
invariant for Σ, and supposeΓ1 is compact. Consider the
following conditions: (i) Γ1 is LAS relative toΓ2; (i’) Γ1

is GAS relative toΓ2; (ii) Γ2 is locally stable nearΓ1; (iii)
Γ2 is locally attractive nearΓ1; (iii)’ Γ2 is globally attractive;
(iv) all trajectories ofΣ are bounded.

Then, the following implications hold: (i)∧ (ii) =⇒ Γ1

is stable; (i)∧ (ii) ∧ (iii) ⇐⇒ Γ1 is LAS; (i)’ ∧ (ii) ∧ (iii)’
∧ (iv) ⇐⇒ Γ1 is GAS.

III. R ENDEZVOUSCONTROL PROBLEM

Consider a group ofn kinematic unicycles. LetI = {ix, iy}
be an inertial frame in three-dimensional space and consider
the i-the unicycle in Figure 4. Fix a body frameBi =
{bix, biy} to the unicycle, wherebix is the heading axis,

and denote byxi ∈ R
2 the position of the unicycle in the

coordinates of frameI. The unicycle’s attitude is represented
by a rotation matrixRi whose columns are the coordinate
representations ofbix and biy in frameI. Letting θi ∈ S

1 be
the angle between vectorsix andbix, we have

Ri =

[

cos θi − sin θi
sin θi cos θi

]

.

The angular speed of roboti is denoted byωi. The unicycle
dynamics are given by,

ẋi = uiRie1 (1)

Ṙi = Ri(ωi)
×, i = 1, . . . , n. (2)

In what follows, we refer to system (1)-(2) asΣi. Its control
inputs are the linear speedui and angular speedωi. The
relative displacement of robotj with respect to roboti is
xij := xj − xi. If v ∈ R

2 is the coordinate representation
of a vector in frameI, then we denote byvi := R−1

i v the
coordinate representation ofv in body frameBi.

We define thesensor digraphG = (V , E), where each node
represents a robot, and an edge from nodei to nodej indicates
that roboti can sense robotj. We assume thatG has no self-
loops and is time-invariant. Given a nodei, its set of neighbors
Ni represents the set of vehicles that roboti can sense. Ifj ∈
Ni, then we say that robotj is a neighbourof robot i. If this
is the case, then roboti can sense the relative displacement of
robotj in its own body frame, i.e., the quantityxiij . Define the
vector yi := (xij)j∈Ni

. The relative displacements available
to robot i are contained in the vectoryii := (xiij)j∈Ni

. A
local and distributed feedback(ui, ωi) for robot i is a locally
Lipschitz function ofyii. We define therendezvous manifold

Γ :=
{

(xi, Ri)i∈{1,...,n} ∈ R
2n × SO(2)n : xij = 0, ∀ i, j

}

.
(3)

We are now ready to state the rendezvous control problem.

Rendezvous Control Problem:For system (1)-(2) with
sensor digraphG, find local and distributed feedbacks
(ui, ωi)i∈{1,...,n} that globally asymptotically stabilize the
rendezvous manifoldΓ. △

IV. SOLUTION OF THE RENDEZVOUSCONTROL PROBLEM

Consensus

Control

Direction

Control

robot

Sensors

Thrust

Control

Fig. 3: Block diagram of the rendezvous control system for
robot i.

In this section we present the solution of the rendezvous
control problem. Consider the function,

fi(yi) :=
∑

j∈Ni

aijxij , (4)
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i = 1, . . . , n with aij > 0. The functionfi(yi) is a standard
linear consensus controller for single integrator systems[1],
[2], [3]. We usef(yi) to construct the feedbacks

ui = ‖fi(yii)‖fi(yii) · e1,
ωi = −k1fi(yii) · e2, i = 1, . . . , n.

(5)

The result below states that for sufficiently largek1, the
feedbacks in (5) solve the rendezvous control problem if the
network of unicycles has a sensor digraph containing a reverse
directed spanning tree.

Theorem 2:The rendezvous control problem is solvable for
system (1)-(2) if, and only if, the sensor graphG contains a
reverse directed spanning tree, in which case a solution is
as follows. There existsk⋆1 > 0 such that for anyk1 > k⋆1
feedback (5) withfi(yi) in (4) solves the rendezvous control
problem.

The necessity portion of Theorem 2 was proved in [6]. The
sufficiency part, namely the fact that the feedback (5) solves
the rendezvous control problem, is proved in Section V.

The proposed control architecture is illustrated in the block
diagram of Figure 3. There are two nested loops. The outer
loop treats each robot as a single-integrator driven by the linear
consensus controller,

ẋi = fi(yi), i = 1, . . . , n. (6)

The set
{

(xi)i∈{1,...,n} ∈ R
2n : xij = 0, ∀i, j

}

is globally
asymptotically stable for (6) if the sensing graph has a reverse
directed spanning tree [2]. The signalfi(yi(t)) is computed in
the body frameBi, and used as a reference signal for the inner-
loop thrust and direction controllers that assign the unicycle
control inputs in (5). The intuition behind these controllers
is shown in Figure 4. The speed inputui is the dot product
ui = ‖fi(yii)‖fi(yii) ·e1. This is the projection of the reference
‖fi(yi)‖fi(yi) onto the heading axisbix of roboti. The angular
speed, on the other hand, is proportional to the dot product
between the referencefi(yi) and the second body axisbiy.
In Figure 4, one can see thatωi = −k1‖fi‖ sin(φi) acts to
reduce the angleφi betweenbix andfi(yi) with a rate propor-
tional to the magnitude offi. Together, these control inputs
drive the robot velocityuibix approximately to the reference
‖fi(yi)‖fi(yi). The convergence is approximate because the
control inputs do not depend on the time derivative offi. It
is the difference in angle betweenuibix and‖fi(yi)‖fi(yi) as
opposed to the difference in magnitude that is important for
obtaining rendezvous. Since‖fi(yi)‖fi(yi) is homogeneous of
degree two, as the robots approach consensus,ωi converges to
zero slower thanui. This allowsωi to exert sufficient control
authority even as the robots converge to consensus, closing
the gap between the vectorsuibix and‖fi(yi)‖fi(yi).

A. Simulation Results

We consider a group of five robots with sensor digraph in
Figure 5. For the feedback in (5), we pickaij = 0.05 for
all j ∈ Ni. The control gaink1 is chosen to bek1 = 1.
The initial conditions of the robots are shown in Table I. The
simulation is presented in Figure 6(a). The proposed feedback

Fig. 4: Illustration of the control inputsui andωi in (5).

has practical advantages over the time-varying feedback in[6]
and the discontinuous feedback in [7] whose simulation results
are shown in Figure 6(b) and Figure 6(c) respectively with
the same initial conditions in Table I and sensing graph in
Figure 5. The proposed feedback induces a more natural
behaviour in the ensemble of unicycles. The feedback in [6]
makes the unicycle “wiggle” indefinitely, a behaviour which
would be unacceptable in practice. The feedback in [7] induces
instantaneous changes in direction that are impossible to
achieve with realistic implementations.

3 1

2

4

5

Fig. 5: Sensor di-
graph used in the
simulation results.

TABLE I: Simulation Initial Conditions

Vehicle i xi(0) (m) θi(0) (rad)
1 (0, 10) 0
2 (−10,−10) 2π/5
3 (−50, 10) 4π/5
4 (−10, 0) 6π/5
5 (10, 0) 8π/5

V. PROOF OFTHEOREM 2

This section presents the sufficiency proof of Theorem 2.
The necessity was proved in [6]. The key tool in our proof is
the condensation graph and the isolated node setsL̄k defined
in Section II-B. The same tool was employed in [10] for pose
synchronization (synchronization of positions and attitudes) of
fully actuated vehicles.

The dynamics of unicycles associated with an isolated node
setL̄k are independent of the nodes outside of this set because,
for any robot i ∈ L̄k, the feedbacksui and ωi in (4), (5)
depend only on states of robots within̄Lk. Therefore, the
dynamics of the collection of unicycles in̄Lk,

ẋi = uiRie1 (7)

Ṙi = Ri(ωi)
×, i ∈ L̄k (8)

define an autonomous dynamical system. Henceforth,
the dynamics in (7), (8) are denoted byΣL̄k

and
we define the reduced rendezvous manifoldΓL̄k

:=
{

(xi, Ri)i∈L̄k
: xij = 0, ∀i, j ∈ L̄k

}

.
Recall from Section II-B that the set̄L−1 is empty, which

implies that the setΓL̄−1
is also empty. We adopt the conven-

tion thatΓL̄−1
is GAS forΣL̄−1

.
The proof of Theorem 2 relies on an induction argument on

the node sets̄Lk. Key in the induction argument is the next
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Fig. 6: Rendezvous control simulation for: (a) proposed feedback in (5), (b) feedback in [6], and (c) feedback in [7]

result stating that if the vehicles in̄Lk−1 achieve rendezvous,
then so do the vehicles in̄Lk.

Proposition 3: Consider system (1), (2) and assume that
the sensor graphG contains a reverse directed spanning tree.
Let ui and ωi be as in (5) withfi(yi) as in (4). Suppose
that, for some integerk ≥ 0, the setΓL̄k−1

is globally
asymptotically stable for the dynamicsΣL̄k−1

. There exists
k⋆1 > 0 such that choosingk1 > k⋆1 in (5), impliesΓL̄k

is
globally asymptotically stable for the dynamicsΣL̄k

.
In Section V-A, we use the above proposition to prove

Theorem 2, and in Section V-B we prove Proposition 3.
In the special case whenG is strongly connected, we have

L̄0 = V . Since, by definition,̄L−1 = ∅, the setΓL̄−1
is GAS

for ΣL̄−1
, and Proposition 3 yields the following corollary.

Corollary 1: Consider system (1), (2) and assume that the
sensor graphG is strongly connected. Letui and ωi be as
in (5) with fi(yi) as in (4). There existsk⋆1 > 0 such that
choosingk1 > k⋆1 solves the rendezvous control problem.

A. Proof of Theorem 2

To begin with, the feedback in (5) is local and distributed
because it is a smooth function ofyii only. Consider a graph
G = (V , E) containing a reverse directed spanning tree and the
node setsLk andL̄k defined in Section II-B. By construction,
the node sets̄Lk are isolated, the subgraph(V0, E0) is strongly
connected, and̄L0 = L0 = V0.

The proof is by induction. Since the subgraph(L̄0, E0) is
strongly connected, by Corollary 1, there existsl0 such that
choosingk1 > l0 makes the setΓL̄0

globally asymptotically
stable for systemΣL̄0

.
Now consider L̄k and suppose the reduced rendezvous

manifold ΓL̄k−1
is globally asymptotically stable for system

ΣL̄k−1
. It holds from Proposition 3 that there existslk such

that choosingk1 > lk makes the isolated node setΓL̄k

globally asymptotically stable for systemΣL̄k
. By part (ii)

of Proposition 2,C(G) contains a reverse directed spanning
tree, so there is a path from every node ofC(G) to the unique
root of C(G). By part (i) of the same proposition,C(G) is
acyclic, which implies that the paths connecting the nodes of
C(G) to the unique root ofC(G) have a maximum length,k⋆.
Recall that, by definition,̄Lk⋆ =

∑k⋆

i=1 Li is the union of those
strongly connected componentsVi of V that are associated
with nodesvi of the condensation digraphC(G) with the
property that the maximum path length fromvi to the rootv0
is ≤ k⋆. As we argued earlier, the set of such nodesvi equals

the entire condensation digraph, implying thatL̄k⋆ = V .
Let k⋆1 > max{l0, . . . , lk⋆}. By induction, it must hold that
choosingk1 > k⋆1 makesΓL̄k⋆

= Γ globally asymptotically
stable for systemΣL̄k⋆

= ΣV = Σ. We conclude thatΓ is
globally asymptotically stable. �

B. Proof of Proposition 3

We denoteA := L̄k−1 andB := Lk and thereforeL̄k =
A ∪ B. By assumption,ΓA is globally asymptotically stable
for the dynamicsΣA and the graph associated to the nodes
in B is strongly connected. We need to show thatΓA∪B is
globally asymptotically stable for the dynamicsΣA∪B. The
proof relies on the following coordinate transformation.

1) Coordinate Transformation:For notational convenience,
we collect the position vectorsxi and rotation matricesRi into
variablesx := (x1, . . . , xn) andR := (R1, . . . , Rn). We de-
fine the spacesX := R

2n, R := SO(2)×· · ·×SO(2) (n times),
so thatx ∈ X andR ∈ R. For eachi ∈ {1, . . . , n}, define

Xi := fi(yi)/Ai, (9)

whereAi :=
∑

j∈Ni
aij , and letX := (X1, . . . , Xn). We may

expressX as

X = diag(1/A1, · · · , 1/An)(L ⊗ I2)x.

In the above,diag(. . .) is the diagonal matrix with diagonal
elements inside the parenthesis;L is the weighted Laplacian
matrix of the sensor digraph associated with the gainsaij ;
finally, ⊗ denotes the Kronecker product of matrices. Since
the sensor digraph contains a reverse directed spanning tree,
by Proposition 1 the matrixL ⊗ I2 has rank2(n − 1), and
Ker(L⊗ I2) = span{1⊗ e1,1⊗ e2} with 1 ∈ R

n. Let x̄ :=
[I2 · · · I2]x =

∑

i xi, then the linear mapT : X → X × R
2,

x 7→ (X, x̄) is an isomorphism onto its image. Under the
action ofT , the subspace{x ∈ X : x1 = · · · = xn} is mapped
isomorphically onto the subspace{(X, x̄) ∈ ImT : X =
0}. Since the feedbacks in (4)-(5) are local and distributed,
it can be seen that the dynamics of the closed-loop unicycles
in (X, x̄, R) coordinates are independent ofx̄. Moreover, as
we have seen, in these coordinates the control specificationis
the global stabilization of{(X, x̄, R) ∈ X × R

2 × R : X =
0}, a set whose description is independent ofx̄. In light of
these considerations, for the stability analysis we may drop
the variablex̄, and show that the set̂Γ := {(X,R) ∈ X× R :
X = 0} is GAS for the(X,R) dynamics.
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From here on we will use the hat notation to refer to
quantities represented in(X,R) coordinates. Denotegi(yi) :=
‖fi(yi)‖fi(yi). Using (9), the functionsfi andgi and their body
frame representations are given in(X,R) coordinates by

f̂i(Xi) = AiXi, ĝi(Xi) = Ai
2‖Xi‖Xi

f̂ ii (Xi, Ri) = AiR
−1
i Xi, ĝii(Xi, Ri) = Ai

2R−1
i ‖Xi‖Xi,

(10)
and we can use these expressions to rewrite the feedback (5) in
new coordinates asui = ĝi(Xi, Ri)·e1, ωi = −k1f̂i(Xi, Ri)·
e2. We remark that̂fi and f̂ ii are homogeneous of degree one
with respect toXi. Similarly, ĝi and ĝii are homogeneous
of degree two with respect toXi. The closed-loop unicycle
dynamics in(X,R) coordinates are given by

Ẋi =

∑

j∈Ni
aij((ĝ

j
j · e1)Rje1 − (ĝii · e1)Rie1)

Ai
, (11)

Ṙi = Ri(−k1f̂ ii · e2)×. (12)

We will refer to system (11)-(12) aŝΣi.
In analogy with what we did earlier, for a set of nodes

S ⊂ V we let XS := (Xi)i∈S ∈ XS andRS := (Ri)i∈S ∈
RS . Moreover, if S is an isolated node set, the systems
Σ̂i, i ∈ S determine an autonomous dynamical system which
we denote byΣ̂S . We also denote the reduced rendezvous
manifold by Γ̂S := {(XS , RS) ∈ XS × RS : XS = 0} . In
new coordinates, it needs to be shown that the setΓ̂A∪B is
globally asymptotically stable for the dynamicsΣ̂A∪B under
the assumption that̂ΓA is globally asymptotically stable for
the dynamicŝΣA.

2) Stability analysis:Let

V (XB) =
∑

i∈B

γiX
⊤
i Xi

Wtran(XB) =
√

V (XB)

Wrot(XB, RB) =
∑

i∈B

f̂ ii (Xi, Ri) · e1,
(13)

whereγi > 0 are gains that will be defined later. Consider the
functionW : XB × RB → R defined as

W (XB, RB) = αWtran(XB) +Wrot(XB, RB), (14)

whereα > 0 is a design parameter.
The next two lemmas are used in the subsequent analysis.
Lemma 1:Consider the continuous functionW (XB, RB)

defined in (14). There existsα⋆ > 0 such that, for allα > 2α⋆,
the following properties hold:

(i) W ≥ 0 andW−1(0) = {(XB, RB) : XB = 0}.
(ii) For all c > 0, the sublevel setWc := {(XB, RB) :

W (XB , RB) ≤ c} is compact.
(iii) α⋆

√

V (XB) < W (XB, RB) < 2α
√

V (XB).

The proof is in the appendix. From now on assumeα > 2α⋆.
Lemma 2:Consider system (11), (12). There exist gainsγi

in (13) andk⋆1 > 0 such that choosingk1 > k⋆1 implies

d

dt
W (XB, RB) ≤ −σV (XB) + Φ(XA, R), σ > 0, (15)

whereΦ(XA, R) is continuous with respect to its arguments
andΦ(0, R) = 0.

The proof of Lemma 2 is presented in the appendix.
We will now show that choosingk1 > k⋆1 implies Γ̂A∪B is

globally asymptotically stable for̂ΣA∪B. The proof will make
use of the reduction theorem (Theorem 1). We will first show
that all solutions of the closed-loop system are bounded. The
rotation matrices live in a compact set, therefore we only need
to show that the statesXA∪B = (Xi)i∈A∪B are bounded.
Since A is isolated,Σ̂A is an autonomous subsystem and
by assumption,̂ΓA = {(XA, RA) ∈ XA × RA : XA = 0}
(compact), is globally asymptotically stable. Therefore,XA

is bounded. From the inequalityW (XB, RB) ≥ α⋆
√

V (XB)
in part (iii) of Lemma 1, to show boundedness ofV (XB), it
suffices to show thatW (XB, RB) is bounded. Boundedness of
V (XB), in turn, implies boundedness ofXB. From the bound
on the derivative ofW in (15), and by Lemma 1 we obtain

d

dt
W (XB, RB) ≤ −σW (XB, RB)

2

(2α)2
+Φ(XA, R), σ > 0.

SinceXA is bounded andR ∈ R lies on a compact set, it holds
thatΦ(XA, R) is bounded and thereforeW is bounded, which
implies thatXB is bounded. ThereforeXA∪B is bounded,
as claimed. Now define the set,̂Λ := {(XA∪B, RA∪B) ∈
XA∪B × RA∪B : XA = 0}. Since the set̂ΓA is globally
asymptotically stable for system̂ΣA andXA∪B is bounded,
it holds thatΛ̂ is globally asymptotically stable for̂ΣA∪B.

To show that the set̂ΓA∪B, which is compact, is globally
asymptotically stable for the system̂ΣA∪B, it suffices to show
that Γ̂A∪B is globally asymptotically stable relative tôΛ. On
the set̂Λ, Φ(XA, R) is equal to zero and the derivative ofW is
therefore given byddtW (XB, RB) ≤ −σW (XB ,RB)2

(2α)2 , σ > 0.

By Lemma 1, all level sets ofW (XB, RB) are compact and
W−1(0) = {(XB, RB) : XB = 0}. This implies Γ̂A∪B

is globally asymptotically stable relative to the setΛ̂. By
Theorem 1,̂ΓA∪B is globally asymptotically stable for̂ΣA∪B.
This completes the proof.

VI. CONCLUSION

We have presented the first solution to the rendezvous
control problem for a group of kinematic unicycles on the
plane using continuous, time-independent feedback that is
local and distributed. The solution assumes a fixed sensing
digraph that contains a reverse-directed spanning tree. The
control methodology is based on a control structure made of
two nested loops. An outer loop produces a standard feedback
for concensus of single integrators which becomes reference
to an inner loop assigning the unicycle control inputs that rely
only on onboard measurements. Information of the unicycle’s
relative orientations is not required.
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APPENDIX

Throughout this appendix we will make use of functions
µi and µ defined as follows. Recall thatV (XB) is posi-
tive definite. Define the functionsµ : XB\0 → µ(XB\0),
µ(XB) := XB/

√

V (XB), and µi : XB\0 → µi(XB\0),
µi(XB) := Xi/

√

V (XB), i ∈ B. Since the numerator
and denominator are both homogeneous of degree one, these
functions are both homogeneous of degree zero with respect
to XB. Therefore, the images satisfyµ(XB\0) = µ(Sk) and
µi(XB\0) = µi(S

k), whereSk is the unit sphere inXB . Since
µ andµi are continuous functions andSk is a compact set,
the imagesµ(XB\0) andµi(XB\0) are compact sets.

A. Proof of Lemma 1

Recall the definition ofW (XB, RB),

W = α
√

V (XB) +
∑

i∈B

f̂ ii (Xi, Ri) · e1

=
√

V (XB)

(

α+

∑

i∈B f̂ ii (Xi, Ri) · e1
√

V (XB)

)

.

Using the fact that f̂ ii (Xi, Ri) is homogeneous
with respect to its first argument, we have
W =

√

V (XB)
(

α+
∑

i∈B f̂ ii (µi(XB), Ri) · e1
)

. Since f̂ ii
is continuous,µi(XB) is bounded, andRB ∈ RB, a compact

set, it follows that the function
∑

i∈B

∣

∣

∣f̂ ii (µi(XB), Ri) · e3
∣

∣

∣

has a bounded supremum. Accordingly, letα⋆ =

sup(XB ,RB)∈XB×RB

∑

i∈B

∣

∣

∣f̂ ii (µi(XB), Ri) · e1
∣

∣

∣ . For all

α > 2α⋆, we have W (XB, RB) ≥ W (XB, RB) :=
α⋆
√

V (XB) ≥ 0. This inequality implies that
W ≥ 0 and W−1(0) ⊂ W−1(0). But W = 0
if and only if V (XB) = 0 (i.e., XB = 0). Thus
W−1(0) ⊂ {(XB, RB) : XB = 0}. Conversely, on the
set {(XB, RB) : XB = 0}, XB = 0 and henceW = 0, and
therefore{(XB, RB) : XB = 0} ⊂ W−1(0). It follows that
W−1(0) = {(XB, RB) : XB = 0} proving part (i).

For part (ii), note that for allc > 0, Wc ⊂ {W (X,R) ≤ c}.
Since the sublevel sets ofW are compact andRB ∈ RB, a
compact set, the setWc is bounded. Continuity ofW implies
thatWc is compact.

For part (iii), it has already been shown that
W (XB, RB) ≥ α⋆

√

V (XB). It also holds that

W =
√

V (XB)
(

α+
∑

i∈B f̂ ii (µi(XB), Ri) · e1
)

≤
√

V (XB) (α+ α) ≤ 2α
√

V (XB). �

B. Proof of Lemma 2

We first compute inequalities foṙWtran and Ẇrot for sys-
tem (11) and (12). We then combine them to derive (15).
Consider unicyclei ∈ B. The dynamics ofXi in (11) are
split into two terms, for neighboring robotsj ∈ Ni ∩ A and
j ∈ Ni ∩B respectively,

Ẋi =
∑

j∈Ni∩A

aij
(ujRje1 − uiRie1)

Ai

+
∑

j∈Ni∩B

aij
(ujRje1 − uiRie1)

Ai
.

(16)

For simplicity of notation, we drop the arguments ofĝi(Xi)
and ĝii(Xi, Ri). Adding and subtracting the term,

∑

j∈Ni∩B
aij(ĝj − ĝi)−

∑

j∈Ni∩A
aij ĝi

Ai

to (16) yields,

Ẋi =

∑

j∈Ni∩B
aij(ĝj − ĝi)−

∑

j∈Ni∩A
aij ĝi

Ai

+

∑

j∈Ni∩B
aij(ujRje1 − uiRie1)

Ai
−
∑

j∈Ni∩B
aij(ĝj − ĝi)

Ai

+

∑

j∈Ni∩A
aijujRje1

Ai
+

∑

j∈Ni∩A
aij(ĝi − uiRie1)

Ai

=

∑

j∈Ni∩B
aij(ĝj − ĝi)−

∑

j∈Ni∩A
aij ĝi

Ai

+

∑

j∈Ni∩B
aij(ujRje1 − ĝj)

Ai
−
∑

j∈Ni∩B
aij(uiRie1 − ĝi)

Ai

+

∑

j∈Ni∩A
aijujRje1

Ai
+

∑

j∈Ni∩A
aij(ĝi − uiRie1)

Ai
.

Replacinguj and ui by the assigned feedbacks in (5) and
using the identityRiĝii = ĝi then,

Ẋi = ai(XB) + bi(XB, R) + ci(XB, R) + di(XA, R),

where,

ai(XB) :=

∑

j∈Ni∩B
aij(ĝj − ĝi)−

∑

j∈Ni∩A
aij ĝi

Ai

bi(XB , R) :=

∑

j∈Ni∩B
aijRj((ĝ

j
j · e1)e1 − ĝ

j
j)

Ai

−
∑

j∈Ni∩B
aijRi((ĝ

i
i · e1)e1 − ĝii)

Ai

ci(XB , R) :=

∑

j∈Ni∩A
aijRi(ĝ

i
i − (ĝii · e1)e1)

Ai

di(XA, R) :=

∑

j∈Ni∩A
aij(ĝ

j
j · e1)Rje1

Ai
.
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The time derivative ofWtran =
√

V (XB) in (13) yields,

Ẇtran =
1

2
√

V (XB)

[

∑

i∈B

∂V (XB)

∂Xi
(ai(XB) + bi(XB, R)

+ ci(XB , R))

]

+
1

2
√

V (XB)

∑

i∈B

∂V (XB)

∂Xi
di(XA, R).

(17)
The derivative of the first term is considered in Claim 1.

Claim 1: There exist gainsγi in (13) and a negative definite
function r(XB), homogeneous of degree three, such that
∑

i∈B
∂V (XB)
∂Xi

ai(XB) ≤ r(XB).

The proof of Claim 1 is presented in Section C of this
Appendix. Let the gainsγi be as in Claim 1. The derivative
of the remaining terms in the square brackets of (17) satisfies,

∑

i∈B

∂V (XB)

∂Xi
(bi(XB, R) + ci(XB , R))

≤
∑

i∈B

1

Ai

∂V (XB)

∂Xi





∑

j∈Ni∩B

aij

∥

∥

∥(ĝ
j
j · e1)e1 − ĝ

j
j

∥

∥

∥

+
∑

j∈Ni∩B

aij
∥

∥(ĝii · e1)e1 − ĝii
∥

∥+
∑

j∈Ni∩A

aij
∥

∥ĝii − (ĝii · e1)e1
∥

∥





≤
∑

i∈B

1

Ai

∂V (XB)

∂Xi





∑

j∈Ni∩B

aij

∥

∥

∥(ĝ
j
j · e1)e1 − ĝ

j
j

∥

∥

∥

+
∑

j∈Ni

aij
∥

∥(ĝii · e1)e1 − ĝii
∥

∥



 .

We claim that ‖(ĝii(Xi, Ri) · e1)e1 − ĝii(Xi, Ri)‖ =
∣

∣ĝii(Xi, Ri) · e2
∣

∣. Indeed, writingĝii = (ĝii · e1)e1 + ĝii − (ĝii ·
e1)e1, we havêgii ·e2 = (ĝii−(ĝii ·e1)e1) ·e2. Since the vector
ĝii − (ĝii · e1)e1 is parallel toe2,

∣

∣(ĝii − (ĝii · e1)e1) · e2
∣

∣ =
‖ĝii− (ĝii · e1)e1‖, so that

∣

∣ĝii · e2
∣

∣ = ‖ĝii− (ĝii · e1)e1‖. Then,

∑

i∈B

∂V (XB)

∂Xi
(bi(XB , R) + ci(XB, R))

≤
∑

i∈B

ā

Ai

∥

∥

∥

∥

∂V (XB)

∂Xi

∥

∥

∥

∥





∑

j∈B

∣

∣

∣ĝ
j
j · e2

∣

∣

∣+ n
∣

∣ĝii · e2
∣

∣





where ā = max{aij}i,j∈{1,...,n} which is homogeneous of
degree three with respect toXB since∂V (XB)

∂Xi
is homogeneous

of degree one and̂gii is homogeneous of degree two with

respect toXB for all i ∈ B. The last term in (17) satisfies,

1

2
√

V (XB)

∑

i∈B

∂V (XB)

∂Xi
di(XA, R)

≤ 1

2
√

V (XB)

∑

i∈B

1

Ai

∂V (XB)

∂Xi

∑

j∈Ni∩A

aij(ĝ
j
j · e1)Rje1

≤ 1

2
√

V (XB)

∑

i∈B

1

Ai

∥

∥

∥

∥

∂V (XB)

∂Xi

∥

∥

∥

∥

∑

j∈Ni∩A

aij‖ĝjj‖

≤
∑

i∈B

sup
XB∈XB

{

ā

Ai

1

2
√

V (XB)
∥

∥

∥

∥

∂V (XB)

∂Xi

∥

∥

∥

∥

}

∑

j∈Ni∩A

‖ĝjj‖ := Φtran(XA, R).

(18)
The bounded supremum of 1√

V (XB)

∥

∥

∥

∂V (XB)
∂Xi

∥

∥

∥ exists because

this term is homogeneous of degree 0 with respect toXB.
Moreover,XA = 0 implies that‖ĝjj‖ = 0 for all j ∈ A and
henceΦtran(0, R) = 0. Everything together, (17) yields,

Ẇtran ≤
1

2
√

V (XB)

[

r(XB) +
∑

i∈B

ā

Ai

∥

∥

∥

∥

∂V (XB)

∂Xi

∥

∥

∥

∥





∑

j∈B

∣

∣

∣ĝ
j
j · e2

∣

∣

∣+ n
∣

∣ĝii · e2
∣

∣







+Φtran(XA, R).

(19)

Sincer(XB) is homogeneous of degree three. We can write,

r(XB) =

√

V (XB)V (XB)
√

V (XB)V (XB)
r(XB)

=
√

V (XB)V (XB)r

(

XB
√

V (XB)

)

=
√

V (XB)V (XB)r (µ(XB)) .

Analogous operations can be performed with the remaining
term in the square bracket of (19) yielding,

Ẇtran ≤
V (XB)

2

[

r(µ(XB)) +
∑

i∈B

ā

Ai

∥

∥

∥

∥

∂V (µ(XB))

∂Xi

∥

∥

∥

∥





∑

j∈B

∣

∣

∣ĝ
j
j(µj(XB), Rj) · e2

∣

∣

∣+ n
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣









+Φtran(XA, R).

Since r is continuous and negative definite andµ(XB) lies
on a compact setS1, it follows thatr(µ(XB))/2 has bounded

maximum−M2 < 0. Similarly, the function ā
Ai

∥

∥

∥

∂V (µ(XB))
∂Xi

∥

∥

∥
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has a maximum. LettingM1 := nmaxθ∈S1

i∈B

ā
Ai

∥

∥

∥

∂V (θ)
∂Xi

∥

∥

∥
yields,

Ẇtran ≤V (XB)



−M2 +
M1

2n

∑

i∈B





∑

j∈B

∣

∣

∣ĝ
j
j(µj(XB), Rj) · e2

∣

∣

∣

+n
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

)]

+Φtran(XA,R)

≤V (XB)

[

−M2 +
M1

2n

∑

i∈B

(

n
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

+n
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

)]

+Φtran(XA,R)

≤V (XB)

[

−M2 +M1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

]

+Φtran(XA,R).
(20)

This proves the first inequality. We now turn to the
second. Recall the definition ofWrot, Wrot(XB, RB) =
∑

i∈B f̂ ii (Xi, Ri) · e1. The time derivative ofWrot along the

vector field in (11)-(12) isẆrot =
∑

i∈B

(

d
dt f̂

i
i

)

· e1. To

express(d/dt)f̂ ii , recall thatf̂ ii (Xi, Ri) = R−1
i f̂i(Xi). Then,

d
dt f̂

i
i =

(

d
dtR

−1
i

)

f̂i + R−1
i

df̂i
dt . We will denote the derivative

of f̂i(Xi) = AiXi by,

hi(X,R) := (d/dt)f̂i(Xi)

= Ai (ai(XB) + bi(XB, R) + ci(XB, R) + di(XA, R))

where the first three terms are homogeneous of degree two
with respect toXB and the last term is homogeneous of degree
two with respect toXA. Consistently with our notational
convention, we will lethii(X,R) := R−1

i hi(X,R). Returning
to the derivative of̂f ii , we have

d

dt
f̂ ii = −(ωi)

×R−1
i f̂i(Xi) +R−1

i hi(X,R)

= −
[

0 −ωi
ωi 0

]

f̂ ii (Xi, Ri) + hii(X,R).

We substitute the above identity in the expression forẆrot,

Ẇrot =
∑

i∈B

(

−e⊤1
[

0 −ωi
ωi 0

]

f̂ ii (Xi, Ri) + hii(X,R) · e1
)

=
∑

i∈B

(

(f̂ ii (Xi, Ri) · e2)ωi + hii(X,R) · e1
)

.

Substituting the feedbackωi = −k1(f̂ ii (Xi, Ri)·e2) and taking
norms, we arrive at the inequality

Ẇrot ≤
∑

i∈B

[

− k1

∣

∣

∣f̂
i
i (Xi, Ri) · e2

∣

∣

∣

2

+ hii(X,R) · e1
]

.

This gives,

Ẇrot ≤
[

−k1
∑

i∈B

∣

∣

∣f̂
i
i (Xi, Ri) · e2

∣

∣

∣

2

+ ℓ(XB, R)

]

+Φrot(XA, R)

where

ℓ(XB, R) :=
∑

i∈B

AiR
⊤
i (ai(XB) + bi(XB, R) + ci(XB, R))·e1

and Φrot(XA, R) :=
∑

i∈B AiR
⊤
i di(XA, R) · e1. Note that

∑

i∈B

∣

∣

∣f̂ ii (Xi, Ri) · e2
∣

∣

∣

2

and ℓ(XB, R) are homogeneous of

degree two with respect toXB. The functionΦrot(XA, R)
does not depend onXB andΦrot(0, R) = 0. This yields,

Ẇrot ≤V (XB)

[

−k1
∑

i∈B

∣

∣

∣f̂
i
i (Xi/

√

V (XB), Ri) · e2
∣

∣

∣

2

+ℓ(XB/
√

V (XB), R)
]

+Φrot(XA, R)

≤ V (XB)

[

−k1
∑

i∈B

∣

∣

∣f̂
i
i (µi(XB), Ri) · e2

∣

∣

∣

2

+ℓ(µ(XB), R)] + Φrot(XA, R).

|ℓ(µ(XB), R)| has a bounded supremum. LettingM3 =
sup(θ,R)∈S1×R (|ℓ(θ,R)|), we conclude that,

Ẇrot ≤V (XB)

[

−k1
∑

i∈B

∣

∣

∣f̂
i
i (µi(XB), Ri) · e2

∣

∣

∣

2

+M3

]

+ Φrot(XA, R).
(21)

By using the inequalities (20) and (21) we now bound the
derivative ofW to derive (15). Notice that

Ẇ = αẆtran + Ẇrot

≤V (XB)

[

−αM2 + αM1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

−k1
∑

i∈B

∣

∣

∣f̂
i
i (µi(XB), Ri) · e2

∣

∣

∣

2

+M3

]

+Φ(XA, R),

whereΦ(XA, R) := αΦtran(XA, R) + Φrot(XA, R).
Chooseα > 3M3/M2. This implies,

Ẇ ≤ V (XB)

[

−2M3 + αM1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

−k1
∑

i∈B

∣

∣

∣f̂
i
i (µi(XB), Ri) · e2

∣

∣

∣

2
]

+Φ(XA, R).

(22)
Since f̂ ii (Xi, Ri) is homogeneous with respect toXi, we

have, f̂ ii (µi(XB), Ri) =

√
‖ĝi

i
(µi(XB),Ri)‖

‖ĝi
i(µi(XB),Ri)‖

ĝii(µi(XB), Ri).
Plugging the last expression into (22) yields

Ẇ ≤V (XB)

[

−2M3 + αM1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

−k1
∑

i∈B

(

√

‖ĝii(µi(XB), Ri)‖
‖ĝii(µi(XB), Ri)‖

ĝii(µi(XB), Ri) · e2
)2




+Φ(XA, R)

≤V (XB)

[

−2M3 + αM1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

−k1
∑

i∈B

1

‖ĝii(µi(XB), Ri)‖
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

2

]

+Φ(XA, R).
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Since ĝii(µi(XB), Ri) is a continuous function of its ar-
guments andµi(XB) is compact,

∣

∣ĝii(µi(XB), Ri)
∣

∣ has a
maximumM4. This implies,

Ẇ ≤ V (XB)

[

−2M2 + αM1

∑

i∈B

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

−k1
∑

i∈B

1

M4

∣

∣ĝii(µi(XB), Ri) · e2
∣

∣

2

]

+Φ(XA, R).

Denoteβi(µi(XB), Ri) :=
∣

∣ĝii(µi(XB), Ri) · e2
∣

∣, andβ :=
(βi(µi(XB), Ri))i∈B. Then,

Ẇ ≤ V (XB)

[

−2M2 + αM11
⊤β − k1

M4
|β|2

]

+Φ(XA, R)

= V (XB)
[

1⊤ β⊤
]

[−2M2

n I αM1

2 I

αM1

2 I
−k1
M4

I

] [

1

β

]

+Φ(XA, R).

There existsk⋆1 > 0 such that choosingk1 > k⋆1 , the matrix
above is negative definite and therefore the first term satisfies,

V (XB)
[

1⊤ β⊤
]

[−2M2

n I αM1

2 I

αM1

2 I
−k1
M4

I

] [

1

β

]

≤ −σV (XB),

(23)
σ > 0. This concludes the proof of Lemma 2. �

C. Proof of Claim 1

Recalling thatV (XB) = γiX
⊤
i Xi with Xi = f̂i/Ai and

definingbij :=
aij
Ai

2 , it holds that,

∑

i∈B

∂V (XB)

∂Xi
ai(XB) = 2

∑

i∈B

γi
f̂i

Ai
· ai(XB)

≤2
∑

i∈B

γi f̂i ·





∑

j∈Ni∩B

bij(‖f̂j‖f̂j − ‖f̂i‖f̂i)−
∑

j∈Ni∩A

bij‖f̂i‖f̂i





≤2
∑

i∈B

γi





∑

j∈Ni∩B

bij(−‖f̂i‖3 + ‖f̂j‖f̂j · f̂i)−
∑

j∈Ni∩A

bij‖f̂i‖3




≤
∑

i∈B

γi
∑

j∈Ni∩B

bij

(

−4

3
‖f̂i‖3 +

4

3
‖f̂j‖3

)

+
∑

i∈B

γi
∑

j∈Ni∩B

bij

(

−2

3
‖f̂i‖3 + 2‖f̂j‖f̂j · f̂i −

4

3
‖f̂j‖3

)

− 2
∑

i∈B

γi
∑

j∈Ni∩A

bij‖f̂i‖3.

The first term equals43γ
⊤Mh̄ with h̄ := (‖f̂i‖3)i∈B. M is

the (r× r)-matrix whose(i, j)-th component is
∑

k∈Ni∩B
bik

for i = j, bij for j ∈ Ni ∩ B and zero otherwise for
i, j ∈ {1, . . . , r} where it is assumed without loss of generality
that B = {1, . . . , r}. Chooseγ = (γ1, . . . , γn) as the left
eigenvector associated to the zero eigenvalue ofM . SinceB
corresponds to a collection of strongly connected components
with no links from one to the other, the zero eigenvalue is
unique and all components ofγ are positive (see Proposition

D.5 in [10]). Therefore,
∑

i∈B

∂V (XB)

∂Xi
ai(XB)

≤
∑

i∈B

γi
∑

j∈Ni∩B

bij

(

−2

3
‖f̂i‖3 + 2‖f̂j‖f̂j · f̂i −

4

3
‖f̂j‖3

)

− 2
∑

i∈B

γi
∑

j∈Ni∩A

bij‖f̂i‖3 =: r(XB).

The term

r1(XB) :=
∑

i∈B

γi
∑

j∈Ni∩B

bij

(

−2

3
‖f̂i‖3 + 2‖f̂j‖f̂j · f̂i −

4

3
‖f̂j‖3

)

≤
∑

i∈B

γi
∑

j∈Ni∩B

bij

(

−2

3
‖f̂i‖3 + 2‖f̂i‖‖f̂j‖2 −

4

3
‖f̂j‖3

)

is less than or equal to zero with equality only whenf̂i = f̂j
for all i, j ∈ B and as suchr(XB) is less than or equal to
zero with equality only when̂fi = f̂j for all i, j ∈ B.

Now we prove thatr(XB) = 0 only if f̂i = 0 for all robots
i ∈ B. In the case thatA is not empty, the inequalityr(XB) ≤
−2
∑

i∈B γi
∑

j∈Ni∩A
bij‖f̂i‖3 implies r(XB) = 0 only if

f̂i = 0 for any i ∈ B with a neighbor inA. As such, by
the previous arguments,r(XB) = 0 only if f̂i = 0 for all
i ∈ B. On the other hand, ifA is empty, thenB is isolated
and strongly connected. Thereforer(XB) = r1(XB) is equal
to zero only ifr1(XB) = 0 which is the case only if̂fi = f̂j
for all i, j ∈ B. This implies that(L⊗I2)x ∈ span{1⊗e1,1⊗
e2}. SinceB is a strongly connected component there exists a
unique vector̄γ (with positive entries) such that̄γ⊤(L⊗I2) =
0. Sinceγ̄⊤(L⊗I2)x = γ̄⊤1⊗(αe1+βe2) for someα, β ∈ R,
it holds thatγ̄⊤1⊗ (αe1+βe2) = 0. Since all entries of̄γ are
positive, this impliesα = β = 0 and(L⊗I2)x = 0. Therefore
x ∈ span{1⊗ e1,1⊗ e2} or, equivalently, that̂fi = 0 for all
i ∈ B.

Thereforer(XB) = 0 only if Xi = 0 for all i ∈ B
and as suchr(XB) is negative definite. Note thatr(XB) is
homogeneous of degree three with respect toXB becausêfi is
homogeneous of degree one with respect toXB for all i ∈ B.
This completes the proof of the claim.
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