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Robust ergodicity and tracking in antithetic integral control of stochastic

biochemical reaction networks

Corentin Briat and Mustafa Khammash

Abstract— Controlling stochastic reactions networks is a
challenging problem with important implications in various
fields such as systems and synthetic biology. Various regulation
motifs have been discovered or posited over the recent years,
the most recent one being the so-called Antithetic Integral
Control (AIC) motif [1]. Several favorable properties for the
AIC motif have been demonstrated for classes of reaction
networks that satisfy certain irreducibility, ergodicity and
output controllability conditions. Here we address the problem
of verifying these conditions for large sets of reaction networks
with fixed topology using two different approaches. The first one
is quantitative and relies on the notion of interval matrices while
the second one is qualitative and is based on sign properties
of matrices. The obtained results lie in the same spirit as
those obtained in [1] where properties of reaction networks
are independently characterized in terms of control theoretic
concepts, linear programming conditions and graph theoretic
conditions.

Index Terms— Cybergenetics; Antithetic Integral Control;
Stochastic reaction networks; Robustness

I. INTRODUCTION

Homeostasis [2] is the ability of living organisms to

adapt to external and dynamical stimuli. At the cellular

level, homeostasis can be physiologically achieved through

perfect adaptation [3], a mechanism ensuring properties in

living cells analogous to robustness and disturbance rejection

in control systems. Several homeostatic motifs achieving

perfect or near-perfect adaptation have been discovered and

proposed over the past years. Important examples are the

incoherent feedforward motif and the negative feedback loop

motif ; see e.g. [4]–[6]. It is notably shown in [7] that bacterial

chemotaxis involves integral feedback and, as pointed out in

[5], that this integral feedback is implemented as a negative

feedback loop motif with a buffering node. More recently,

two novel integral control motifs have been proposed: the

antithetic integral control motif [1] and an autocatalytic

integral control motif [8]. The antithetic integral motif

benefits from several interesting properties: it can achieve

tracking and perfect adaptation for the controlled network,

its metabolic load can be made arbitrarily close to the

constitutive bound1 via a suitable choice for its parameters,

and it can be used in both deterministic and stochastic

settings. It is also the first homeostatic motif that is proved

to work in the stochastic setting, implying then that it can

perfectly achieve its function in the low copy number regime.

An unexpected and intriguing property, which is exclusive
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1The constitutive bound is defined here as the metabolic cost of a
constitutive open-loop controller that would achieve the same steady-state.

to the stochastic setting, is that of controller innocuousness:

the antithetic integral control motif cannot make the closed-

loop network non-ergodic (i.e. make the closed-loop network

trajectories to grow without bound). This has to be contrasted

with the common understanding that setting a too high gain

for the integral action will likely result in a destabilization

of the closed-loop system (unless quite restrictive conditions

are met by the open-loop system). As this feature is only

present in the stochastic setting, we can conclude that this

property emerges from the presence of noise in the dynamics

and, therefore, that the antithetic integral control exploits this

noise for achieving its function. Several other networks, such

as the bistable switch of [9] and the circadian clock model of

[10], have been reported to heavily rely upon noise to realize

their function – their deterministic counterparts indeed fail

in achieving any similar function

Sufficient conditions for the open-loop network that char-

acterize whether the antithetic integral controller would en-

sure the desired tracking and adaptation properties for the

closed-loop network have been stated in [1] for the case

of unimolecular reaction networks and a particular class

of bimolecular reaction networks. In the unimolecular case,

these conditions are 1) the irreducibility of the state-space

of the closed-loop network, 2) the output-controllability

of the open-loop network, and 3) the Hurwitz stability of

the characteristic matrix of the open-loop network. These

conditions lie in the same spirit as the conditions obtained

in [11] for establishing the long-term behavior of stochastic

reaction networks where computationally cheap and versatile

conditions were reported. The irreducibility of the state-space

is tacitly assumed to hold in [1], [11] but can be efficiently

checked using the method described in [12]. Interestingly, the

irreducibility of the state-space of the closed-loop network,

the Hurwitz stability of the characteristic matrix, and the

output controllability of the open-loop network can all be

cast as a mixture of linear programs and linear algebraic

conditions. The complexity of these conditions depends

linearly on the number of distinct of species involved in

the open-loop network, which makes the approach highly

scalable and suitable for considering biological networks

consisting of a large number of distinct molecular species.

The conditions in [1] are formulated for networks with

fixed rate parameters, which is equivalent to having a fixed

characteristic matrix in the unimolecular case. The objective

of the current paper is to extend these results to families

of characteristic matrices that arise from uncertainties at

the level of the rate parameters while, at the same time,

preserving the scalability of the approach. We show here that

this can be achieved in, at least, two different ways. The first

is quantitative and assumes that the characteristic matrix is

http://arxiv.org/abs/1607.07080v2
http://www.bsse.ethz.ch/ctsb
http://www.briat.info


an interval-matrix, i.e. the entries of the characteristic matrix

lie within some known and fixed intervals. We prove several

results in this regard, the most important one assessing that

all the matrices in the interval are Hurwitz stable if and

only if the upper-bound is so, and that all the matrices in

the interval are output-controllable if and only if the lower-

bound is so. This readily translates to a linear program

having the exact same complexity has the one stated in [1]

dealing with the ergodicity and output-controllability of a

network with fixed rates. The second approach is qualitative

and assumes that only the sign pattern of the characteristic

matrix is known. In this case, we are interested in assessing

properties for all the matrices sharing the same sign pattern –

an approach often referred to as qualitative analysis. Several

results obtained in [13] are revisited and extended to the

current problem. The main result states that, given a known

sign pattern, all the characteristic matrices sharing this sign

pattern are Hurwitz stable and output-controllable if and only

if the digraph associated with the sign pattern is acyclic and

has a path connecting the input node to the output node. As

in the nominal and the robust cases, these conditions can be

recast as computationally inexpensive linear programs that

can be applied to large scale networks.

Outline. We recall in Section II several definitions and

results related to reaction networks and antithetic integral

control. Section III is concerned with the extension of

the results in [1] to characteristic interval-matrices whereas

Section IV addresses the structural case where only the sign

pattern of the characteristic matrix is known. An illustrative

example is finally considered in Section V.

Notations. The set of positive (nonnegative) vectors is de-

fined as Rd
>0 (Rd

≥0). The natural basis of Rn is denoted by

{ei}
n
i=1, the set of nonnegative integers, natural numbers and

integers are denoted by Z≥0, Z>0 and Z, respectively.

II. PRELIMINARIES

A. Reaction networks

We consider here a reaction network with d molecular

species X1, . . . ,Xd that interacts through K reaction chan-

nels R1, . . . ,RK formulated as

Rk :

d
∑

i=1

ζlk,iXi

ρk
−−−→

d
∑

i=1

ζrk,iXi, k = 1, . . . ,K (1)

where ρk ∈ R>0 is the rate and ζlk,i, ζ
r
k,i ∈ Z≥0. Each reac-

tion is described by a stoichiometric vector and a propensity

function. The stoichiometric vector of reaction Rk is denoted

by ζk := ζrk − ζlk ∈ Zd where ζrk = col(ζrk,1, . . . , ζ
r
k,d) and

ζlk = col(ζlk,1, . . . , ζ
l
k,d). Hence, when the reaction Rk fires,

the state jumps from x to x+ζk . We define the stoichiometry

matrix S ∈ Zd×K as S :=
[

ζ1 . . . ζK
]

. When the kinetics is

mass-action, the propensity function of reaction Rk is given

by λk(x) = ρk
∏d

i=1
xi!

(xi−ζl
k,i

)!
and is such that λk(x) = 0 if

x ∈ Zd
≥0 and x+ζk /∈ Zd

≥0. We denote this reaction network

by (X,R).

B. Antithetic integral control

Antithetic integral control has been introduced in [1] for

solving the perfect adaptation problem in stochastic reaction

networks. The key idea is to adjoin to the open-loop network

(X,R) a set of additional species and reactions (the con-

troller) in such a way that, by acting on the production rate

of the first molecular species X1, referred to as the actuated

species, we can steer the mean value of the controlled

species Xℓ, ℓ ∈ {1, . . . , d}, to a desired set-point (the

reference). The controller is also required to be able to reject

constant disturbances and to accommodate with possible

sporadic changes in the rate parameters (perfect adaptation).

As proved in [1], the antithetic integral control motif (Z ,Rc)
defined with

∅
µ

−−−→ Z1, ∅
θXℓ−−−→ Z2,Z1+Z2

η
−−−→ ∅,∅

kZ1−−−→ X1

(2)

solves this control problem with the set-point being equal to

µ/θ. Above, Z1 and Z2 are the controller species, namely,

the actuating species and the sensing species, respectively.

The four controller parameters µ, θ, η, k > 0 are assumed to

be freely assignable to any desired value. The first reaction

is the reference reaction as it encodes part of the reference

value µ/θ as its own rate. The second one is the measurement

reaction that produces the sensing species Z2 at a rate

proportional to the current population of the controlled

species Xℓ. The third reaction is the comparison reaction

as it compares the populations of the controller species and

annihilates one molecule of each when these populations are

both positive. Note also that this reaction is the one that

closes the overall (negative) control loop. Finally, the fourth

reaction is the actuation reaction that produces the actuated

species X1 at a rate proportional to the actuating species

Z1.

C. Summary of the results for unimolecular networks

In the unimolecular reaction networks case, the propensity

functions are nonnegative affine functions of the current state

of the network. Hence, we can write

λ(x) = W (ρ)x+ w0(ρ), (3)

where W (ρ) ∈ RK×d
≥0 , w0(ρ) ∈ RK

≥0 and ρ ∈ R
nρ

>0 is the

positive vector of reaction rates, as defined in Section II-A.

Before pursuing any further, it is convenient to introduce

some terminologies and results.

Definition 2.1: The characteristic matrix A(ρ) and the

offset vector b0(ρ) of a unimolecular reaction network

(X,R) are defined as

A(ρ) := SW (ρ) and b0 := Sw0(ρ). (4)

A particularity of unimolecular reaction networks is that

the matrix A(ρ) is always Metzler; i.e. all the off-diagonal

elements are nonnegative. This property plays an essential

role in the derivation of the results of [1] and will also be

essential for the derivation of the main results of this paper.

Definition 2.2: The closed-loop reaction network obtained

from the interconnection of the open-loop reaction network

(X,R) and the controller network (Z,Rc) is denoted as

((X ,Z),R∪Rc).
We will also need the following result on the output

controllability of linear SISO positive systems:

Lemma 2.3 ( [1]): Let M ∈ Rd×d be a Metzler matrix.

Then, the following statements are equivalent:



(a) The linear system

ẋ(t) = Mx(t) + eiu(t)

y(t) = eTj x(t)
(5)

is output controllable.

(b) rank
[

eTj ei eTj Mei . . . eTj M
d−1ei

]

= 1.

(c) There is a path from node i to node j in the directed

graph GM = (V , E) defined with V := {1, . . . , d} and

E := {(m,n) : eTnMem 6= 0, m, n ∈ V, m 6= n}. △

Moreover, when the matrix M is Hurwitz stable, then the

above statements are also equivalent to:

(e) The inequality eTj M
−1ei 6= 0 holds or, equivalently, the

static-gain of the system (5) is nonzero. △

Before stating the main result, it is convenient to define

here the following properties that will be recurrently satisfied

whenever the conditions of the main results are satisfied:

P1. the closed-loop reaction network ((X ,Z),R∪Rc)
is ergodic,

P2. the mean of the controlled species satisfies

E[Xℓ(t)] → µ/θ as t → ∞,

P3. the second-order moment matrix E[X(t)X(t)T ] is

uniformly bounded and globally converges to its

unique stationary value.

We can now recall the main result of [1] on unimolecular

reaction networks:

Theorem 2.4 ( [1]): Assume that the open-loop reaction

network (X ,R) is unimolecular and that the state-space

of the closed-loop reaction network ((X ,Z),R ∪ Rc) is

irreducible. Let us also assume that the vector of reaction

rates ρ is fixed and equal to some nominal value ρ0. In

this regard, we set A = A(ρ0) and b0 = b0(ρ0). Then, the

following statements are equivalent:

(a) There exist vectors v ∈ Rd
>0, w ∈ Rd

≥0, w1 > 0, such

that vTA < 0 and wTA+ eTℓ = 0.

(b) The positive linear system describing the dynamics of

the first-order moments given by

dE[X(t)]

dt
= AE[X(t)] + e1u(t) + b0(ρ0)

y(t) = eTℓ E[X(t)]
(6)

is asymptotically stable and output controllable; i.e. the

characteristic matrix A of the network (X ,R) is Hurwitz

stable and

rank
[

eTℓ e1 eTℓ Ae1 . . . eTℓ A
d−1e1

]

= 1. (7)

Moreover, when one of the above statements holds, then for

any values for the controller rate parameters η, k > 0, the

properties P1., P2. and P3. hold provided that

µ

θ
>

vT b0
ceTℓ v

(8)

where c > 0 and v ∈ Rd
>0 verify vT (A+ cI) ≤ 0. △

Interestingly, the conditions stated in the above result can

be numerically verified by checking the feasibility of the

following linear program

Find v ∈ Rd
>0, w ∈ Rd

≥0

s.t. wT e1 > 0

vTA < 0

wTA+ eTℓ = 0

(9)

which involves 2d variables, 3d inequality constraints and d
equality constraints.

III. ROBUST ERGODICITY OF THE CLOSED-LOOP

NETWORK

A. Preliminaries

The results obtained in the previous section apply when

the characteristic matrix A = A(ρ0) is fixed as the linear

programming problem (9) can only be solved for a single and

known characteristic matrix A(ρ). The goal is to generalize

these results to the case where the characteristic matrix A(ρ)
and the offset vector b0(ρ) are uncertain and belong to the

sets

A :=
{

M ∈ Rd×d : A− ≤ M ≤ A+
}

, A− ≤ A+, (10)

and

B :=
{

b ∈ Rd
≥0 : b−0 ≤ b ≤ b+0

}

, 0 ≤ b−0 ≤ b+0 , (11)

where the inequality signs are componentwise and the ex-

tremal Metzler matrices A+, A− and vectors b−0 , b
+
0 are

known. These bounds can be determined such that the

inequalities

A− ≤ A(ρ) ≤ A+ and b−0 ≤ b0(ρ) ≤ b+0 (12)

hold for all ρ ∈ P ⊂ RK
>0 where P is the compact set

containing all the possible values for the rate parameters.

We have the following preliminary result:

Lemma 3.1: The following statements are equivalent:

(a) All the matrices in A are Hurwitz stable;

(b) The matrix A+ is Hurwitz stable. △

Proof: The proof that (a) implies (b) is immediate. The

converse can be proved using the fact that for two Metzler

matrices M1,M2 ∈ Rd×d verifying the inequality M1 ≤ M2,

we have that λF (M1) ≤ λF (M2) where λF (·) denotes the

Frobenius eigenvalue (see e.g. [14]). Hence, we have that

λF (M) ≤ λF (A
+) < 0 for all M ∈ A. The conclusion

then readily follows.

B. Main result

We are now in position to state the following generaliza-

tion of Theorem 2.4:

Theorem 3.2: Let us consider a unimolecular reaction

network (X,R) with characteristic matrix A in A and offset

vector b0 in B. Assume also that the state-space of the closed-

loop reaction network ((X ,Z),R∪Rc) is irreducible. Then,

the following statements are equivalent:

(a) All the matrices in A are Hurwitz stable and for all

A ∈ A, there exists a vector w ∈ Rd
≥0 such that w1 > 0

and wTA+ eTℓ = 0.



(b) There exist two vectors v+ ∈ Rd
>0, w− ∈ Rd

≥0 such that

vT+A
+ < 0, wT

−e1 > 0 and wT
−A

− + eTℓ = 0.

Moreover, when one of the above statements holds, then for

any values for the controller rate parameters η, k > 0 and

any (A, b0) ∈ A × B, the properties P1., P2. and P3. hold

provided that

µ

θ
>

qT (A+ −∆)−1b+

cqT (A+ −∆)−1eℓ
(13)

and

qT (c(A+ −∆)−1 + Id) ≥ 0 (14)

for some c > 0, q ∈ Rd
>0 and for all ∆ ∈ [0, A+ −A−]. △

Proof: The proof that (a) implies (b) is immediate.

So let us focus on the reverse implication. Define A(∆) :=
A+−∆, ∆ ∈ ∆ := [0, A+−A−], where the set membership

symbol is componentwise. The Hurwitz-stability of all the

matrices in A directly follows for the theory of linear positive

systems and Lemma 3.1. We need now to construct a suitable

positive vector v(∆) ∈ Rd
>0 such that v(∆)TA(∆) < 0 for

all ∆ ∈ ∆ provided that vT+A
+ < 0. We prove now that

such a v(∆) is given by v(∆) = (Id +∆(A+ −∆)−1)T v+.

Since A(∆) = A+ − ∆, then we immediately get that

v(∆)TA(∆) = vT+A
+ < 0. Hence, it remains to prove the

positivity of the vector v(∆) for all ∆ ∈ ∆. The difficulty

here is that the product ∆(A+ − ∆)−1 is a nonnegative

matrix since ∆ ≥ 0 and (A+ − ∆)−1 ≤ 0, the latter

being the consequence of the fact that A+ − ∆ is Metzler

and Hurwitz stable (see e.g. [14]). Therefore, there may

exist values for v+ ∈ Rd
>0 for which we have v(∆) ≯ 0.

To rule this possibility out, we restrict the analysis to all

those v+ ∈ Rd
>0 for which we have vT+A

+ < 0. We can

parameterize all these v+ as v+(q) = −(A+)−T q where

q ∈ Rd
>0 is arbitrary. We prove now that the vector v(∆) =

−(Id + ∆(A+ − ∆)−1)T (A+)−T q > 0 is positive for all

q ∈ Rd
>0 and for all ∆ ∈ ∆. This is done by showing below

that the matrix M := −(Id + ∆(A+ − ∆)−1)T (A+)−T is

nonnegative and invertible. Indeed, we have that

M = −(Id +∆(A+ −∆)−1)T (A+)−T

= −
(

(A+)−1 + (A+)−T∆(A+ −∆)−1
)T

= −
(

(A+)−1 + (A+)−T∆(Id − (A+)−1∆)−1A+
)T

= −(A+ −∆)−T

(15)

where the latter expression follows from the Woodbury

matrix identity. Since (A+ − ∆) = A(∆) is Metzler and

Hurwitz stable for all ∆ ∈ ∆, then A+−∆ is invertible and

we have −(A+ −∆)−1 ≥ 0, which proves the result.

Let us now consider then the output controllability condi-

tion and define A(∆) as A(∆) := A−+∆ where ∆ ∈ ∆. We

use a similar approach as previously and we build a w(∆)
that verifies the expression w(∆)TA(∆) + eTℓ = 0 for all

∆ ∈ ∆ provided that wT
−A

− + eTℓ = 0. We prove that such

a w(∆) is given by w(∆) := (A−(A− + ∆)−1)Tw−. We

first prove that this w(∆) is nonnegative and that it verifies

eT1 w(∆) > 0 for all ∆ ∈ ∆. To show this, we rewrite this

w(∆) as w(∆) = (Id −∆(A− +∆)−1)Tw− and using the

fact that (A−+∆)−1 ≤ 0 since (A−+∆) is a Hurwitz stable

Metzler matrix for all ∆ ∈ ∆, then we can conclude that

w(∆) ≥ w− ≥ 0 for all ∆ ∈ ∆. An immediate consequence

is that w(∆)T e1 ≥ wT
−e1 > 0 for all ∆ ∈ ∆. This proves

the first part. We now show that this w(∆) verifies the output

controllability condition. Evaluating then w(∆)T (A− + ∆)
yields

w(∆)T (A− +∆) = wT
−(A

−(A− +∆)−1)(A− +∆)

= wT
−A

−

= −eTℓ
(16)

where the last row has been obtained from the assumption

that wT
−A

− + eTℓ = 0. This proves the second part. Finally,

the condition (13) is obtained by substituting the expression

for v(∆) defined above in (8). This completes the proof.

As in the nominal case, the above result can be exactly

formulated as the linear program

Find v ∈ Rd
>0, w ∈ Rd

≥0

s.t. wT e1 > 0

vTA+ < 0

wTA− + eTℓ = 0

(17)

which has exactly the same complexity as the linear program

(9). Hence, checking the possibility of controlling a family

of networks defined by a characteristic interval-matrix is not

more complicated that checking the possibility of controlling

a single network.

IV. STRUCTURAL ERGODICITY OF THE CLOSED-LOOP

NETWORK

In the previous section, we were interested in uncertain

networks characterized in terms of a characteristic interval-

matrix. We consider here a different approach based on the

qualitative analysis of matrices in which we assume that only

the sign-pattern of the characteristic matrix is known. In such

a case, we are interested in formulating tractable conditions

establishing whether all the characteristic matrices sharing

the same sign-pattern verify the conditions of Theorem 2.4.

To this aim, let us consider the set of sign symbols S :=
{0,⊕,⊖} and define a sign-matrix as a matrix with entries

in S. The qualitative class Q(Σ) of a sign-matrix Σ ∈ Sm×n

is defined as

Q(Σ) :=
{

M ∈ Rm×n : sgn(M) = sgn(Σ)
}

(18)

where the signum function sgn(·) is defined as

[sgn(Σ)]ij :=







1 if Σij ∈ R>0 ∪ {⊕},

−1 if Σij ∈ R<0 ∪ {⊖},

0 otherwise.

(19)

The following result proved in [13] will turn out to be a key

ingredient for deriving the main result of this section:

Lemma 4.1 ( [13]): Let Σ ∈ Sd×d be a given Metzler

sign-matrix. Then, the following statements are equivalent:

(a) All the matrices in Q(Σ) are Hurwitz stable.

(b) The matrix sgn(Σ) is Hurwitz stable.

(c) The diagonal elements of Σ are negative and the directed

graph GΣ = (V , E) defined with

• V := {1, . . . , d} and

• E := {(m,n) : eTnΣem 6= 0, m, n ∈ V, m 6= n}.



is an acyclic directed graph. △

We are now ready to state the main result of this section:

Theorem 4.2: Let SA ∈ Sd×d be Metzler and Sb ∈
{0,⊕}d be some given sign patterns for the characteristic

matrix and the offset vector of some unimolecular reaction

network (X,R). Assume that ℓ 6= 1 and that the state-space

of the closed-loop reaction network ((X ,Z),R ∪ Rc) is

irreducible. Then, the following statements are equivalent:

(a) All the matrices in Q(SA) are Hurwitz stable and, for

all A ∈ Q(SA), there exists a vector w ∈ Rd
≥0 such that

w1 > 0 and wTA+ eTℓ = 0.

(b) The diagonal elements of SA are negative and the

directed graph GSA
is acyclic and contains a path from

node 1 to node ℓ.
(c) There exist vectors v1 ∈ Rd

>0, v2, v3 ∈ Rd
≥0, ||v2 +

v3||1 = 1, such that the conditions

vT1 sgn(SA) < 0 (20)

and

v2 − sgn(sgn(SA) + e1e
T
ℓ )v3 = 0 (21)

hold.

Moreover, when one of the above statements holds, then for

any values for the controller rate parameters η, k > 0 and

any (A, b0) ∈ Q(SA) × Q(Sb), the properties P1., P2. and

P3. hold provided that

µ

θ
>

vT b0
ceTℓ v

(22)

where c > 0 and v ∈ Rd
>0 verify vT (A+ cI) ≤ 0. △

Proof: The equivalence between the statement (a) and

statement (b) follows from Lemma 2.3 and Lemma 4.1.

Hence, we simply have to prove the equivalence between

statement (c) and statement (b).

The equivalence between the Hurwitz-stability of sgn(SA)
and all the matrices in Q(SA) directly follows from Lemma

4.1. Note that if GSA
has a cycle, then there exists at least an

unstable matrix in Q(SA). Let us assume then for the rest

of the proof that there is no cycle in GSA
and let us focus

now on the statement equivalent to the output controllability

condition. From Lemma 4.1, we know that since all the

matrices in Q(SA) are Hurwitz stable, then the graph GSA

is an acyclic directed graph and SA has negative diagonal

entries. From Lemma 2.3, we know that the network is output

controllable if and only if there is a path from node 1 to

node ℓ in the graph GA. To algebraically formulate this,

we introduce the sign matrix SC ∈ Sd×d for which the

associated graph GSC
:= (V , E ∪ (ℓ, 1)), where ℓ 6= 1 by

assumption, consists of the original graph to which we add

an edge from node ℓ to node 1. Note that if (ℓ, 1) ∈ E ,

then SA = SC . The output controllability condition then

equivalently turns into the existence of a cycle in the graph

GSC
(recall the no cycle assumption for GSA

as, otherwise,

some matrices in Q(SA) would not be Hurwitz stable).

Considering again Lemma 2.3, we can turn the existence

condition of a cycle in GSC
into an instability condition for

some of the matrices in Q(SC). Since SC is a Metzler sign-

matrix, then there exist some unstable matrices in Q(SC) if

and only if vT sgn(SC) ≮ 0 for all v > 0. Using Farkas’

lemma [15], this is equivalent to saying that there exist

v2, v3 ∈ Rd
≥0, ||v2+v3||1 = 1 such that v2−sgn(SC)v3 = 0.

Therefore, the existence of v2, v3 verifying the conditions

above is equivalent to saying that for all A ∈ Q(SA), there

exists a w ≥ 0, w1 > 0, such that wTA + eTℓ = 0. Noting,

finally, that sgn(SC) = sgn(sgn(SA) + eℓe
T
1 ) yields the

result.

Remark 4.3: In the case ℓ = 1, the output controllability

condition is trivially satisfied as the actuated species coin-

cides with the controlled species and hence we only need to

check the Hurwitz stability condition vT sgn(SA) < 0 for

some v ∈ Rd
>0.

As in the nominal and robust cases, the above result

can also be naturally reformulated as the linear feasibility

problem:

Find v1 ∈ Rd
>0, v2, v3 ∈ Rd

≥0

s.t. vT1 sgn(A) < 0

1
T
d (v2 + v3) = 1

v2 − sgn(sgn(SA) + e1e
T
ℓ )v3 = 0

(23)

where 1d the d-dimensional vector of ones. The compu-

tational complexity of this program is slightly higher (i.e.

3d variables, 4d inequality constraints and 2d + 1 equality

constraints) but is still linear in d and, therefore, this program

will remain tractable even when d is large.

V. EXAMPLE

We propose to illustrate the results by considering a

variation of the stochastic switch [9] described by the set

of reactions given in Table I, where the functions f1 and

f2 are valid nonnegative functions (e.g. mass-action or Hill-

type). Our goal is to control the mean population of X2 by

actuating X1. We further assume that α1, α2, γ1, γ2 > 0,

which implies that the state-space of the open-loop network

is irreducible.

Scenario 1. In this scenario, we simply assume that f1
and f2 are bounded functions with respective upper-bounds

β1 > 0 and β2 > 0. Then, using the results in [11], the

ergodicity of the network in Table I can be established by

checking the ergodicity of a comparison network obtained by

substituting the functions f1 and f2 by their upper-bound. In

the current case, the comparison network coincides with a

unimolecular network with mass-action kinetics defined with

A =

[

−γ1 0

k12 −γ2

]

and b0 =

[

α1 + β1

α2 + β2

]

. (24)

It is immediate to see that the characteristic matrix is Hurwitz

stable and that the system is output controllable provided that

k12 6= 0 since eT2 A
−1e1 = −k12/(γ1γ2) (see Lemma 2.3).

Hence, tracking is achieved provided that the lower bound

condition (8) in Theorem 2.4 is satisfied. Moreover, we can

see that for any α1, α2, β1, β2, γ1, γ2, k12 > 0, we have that

A ∈ Q(SA) and b0 ∈ Q(Sb) where

SA =

[

⊖ 0

⊕ ⊖

]

and Sb =

[

⊕

⊕

]

. (25)

All the matrices in Q(SA) are Hurwitz stable since the matrix

sgn(SA) is Hurwitz stable or, equivalently, since the graph

associated with SA given by GSA
= {(1, 2)} is acyclic



(Lemma 4.1). Moreover, this graph trivially contains a path

from node 1 to node 2, proving then that tracking will be

ensured by the AIC motif provided that the inequality (22)

is satisfied (Theorem 4.2). Alternatively, we can prove this

by augmenting the graph GSA
with the edge {(2, 1)} (see

the proof of Theorem 4.2) to obtain the graph GSC
with

associated sign matrix

SC =

[

⊖ ⊕

⊕ ⊖

]

, (26)

which is not sign-stable since the matrix sgn(SC) has an

eigenvalue located at 0 or, equivalently, since the graph GSC

has a cycle (Lemma 4.1). To arrive to the same result, we

can also check that the vectors v1 = (2, 1), v2 = (0, 0) and

v3 = (1/2, 1/2) solve the linear program (23).

Scenario 2. We slightly modify here the previous scenario

by making the function f1 affine in X2, i.e. f1(X2) =
k21X2 + δ1, k21, δ1 ≥ 0. It is immediate to see that the

structural result fails as the resulting characteristic matrix

has the same sign pattern as the matrix SC . Hence, the

network is not structurally ergodic but it can be robustly

ergodic. To illustrate this, we define the following intervals

for the parameters γ1 ∈ [1, 2], γ2 ∈ [3, 4], k12 ∈ [k−12, 2] and

k21 = [0, k+21], where 0 ≤ k−12 ≤ 2 and k+21 ≥ 0. Hence, we

have that
[

−2 0

k−12 −4

]

= A− ≤ A ≤ A+ =

[

−1 k+21
2 −3

]

. (27)

The stability of all the matrices A in this interval is es-

tablished through the stability of A+ (Lemma 3.1), which

holds provided that k+21 < 2/3. This can also be checked by

verifying that vTA < 0 for v = (5, k+21 + 1) under the very

same condition on k+21. Regarding the output controllability,

we need to consider the matrix A− (Theorem 3.2) and

observe that if k−21 = 0 then output controllability does

not hold as there is no path from node 1 to node 2 in

the graph (Lemma 2.3). Alternatively, we can check that, in

this case, eT2 (A
−)−1e1 = 0 (Theorem 3.2) or that the linear

program (17) is not feasible. To conclude, when k−21 > 0 and

k+21 < 2/3, then the linear program (17) is feasible with the

vectors v = (5, k+21+1) and w = (k−12/8, 1/4), proving then

that, in this case, the AIC motif will ensure robust tracking

for the controlled network provided that the condition (13) is

satisfied. Finally, admissible ratios µ/θ can be chosen such

that the conditions (13) and (14) are verified.

TABLE I

MODIFIED STOCHASTIC SWITCH OF [9]

Reaction Propensity

R1 ∅ −−−→ X1 α1 + f1(X2)
R2 X1 −−−→ ∅ γ1X1

R3 ∅ −−−→ X2 α2 + f2(X1) + k12X1

R4 X2 −−−→ ∅ γ2X2

VI. CONCLUSION

Two extensions of the nominal result (Theorem 2.4) ini-

tially proposed in [1] have been obtained. Even if the interval

and structural representations for the characteristic matrix

of the network are not be necessarily exact, the resulting

conditions can be exactly cast as scalable linear programs

that remain applicable to networks involving a large number

of distinct molecular species. A straightforward extension

would be concerned with the use of mixed matrices (see e.g.

[13]), which contain both interval and sign entries, in order

to overcome the topological restrictions on the graph of the

network imposed by structural analysis. In this case, scalable

linear programming conditions can also be obtained using

similar ideas. The example section demonstrates that the

method is also applicable on networks with non mass-action

kinetics. However, its extension to bimolecular networks

is more difficult but might be possible by merging the

results obtained in [1], [13] together. In this case, however,

the problem will likely become NP-Hard (of complexity

O(2d)), but will remain applicable to networks of reasonable

size. Finally, methods capturing more explicitly the exact

parametric dependency, such as those in [16], [17], can also

be considered but will necessarily lead to more complex

computational problems. Their development is left for future

research.
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