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Synthesizing least-limiting guidelines for safety of
semi-autonomous systems

Jana Tumova and Dimos V. Dimarogonas

Abstract— We consider the problem of synthesizing safe-by- the sense that they have as much interest in keeping the
design control strategies for semi-autonomous systems. ©u gverall system behavior safe, effective, and efficient @s th
aim is to address situations when safety cannot be guarantée  5;15n0mous controller does. At the same time, we still view
solely by the autonomous, controllable part of the system aha th ¢ | teah trollablein th that th
certain level of collaboration is needed from the uncontrdible _em astoa .arge e?( ea ?On rollablen the sense thatl they
part, such as the human operator. In this paper, we propose a still have their own intentions and we cannot force them to
systematic solution to generating least-limiting guidelies, i.e. follow literal step-by-step instructions. In contrast, &in
the guidelines that restrict the human operator as little as o advisethem on what not to do if completely necessary,
poss[ble in the worst-case long-term system executions. &h while keeping their options as rich as possible.
algorithm leverages ideas from 2-player turn-based games. ) .

For example, consider a collaborative human-robot man-
. INTRODUCTION ufacturing task with the goal of assembling produdt8C

Recent technological developments have enhanced the étbtough_fﬁgmicrﬂgg gi:ecrzstocr)fcgr?isu?r'sggitthin?vifrielc;eocr)f

plication areas of autonomous and semi-autonomous cyb@fpe B.

physical systems to a variety of everyday scenarios frof{it" i c, w.hﬁrgasothe autlonomous robot can put togfether
industrial automation to transportation and to housekeepi B or : B wit - Our goal s to guarantee system sa e,
services. These examples have a common factor; they f°anNg that the human and the_robot dq not work W'th, the
volve operation in an uncertain environment in the presenc@ M€ Plece of typ® at the same time. While we can deS|g_n
of highly unpredictable and uncontrollable agents, such gscontroller for the robot that does not reach for a piecedein

humans. In robot-aided manufacturing, there is a naturdfld by @ human, we cannot guarantee that the human will

combination of autonomy and human contribution. In sem{l°t réach for a piece being held by the robot. To that end,

autonomous driving, the vehicle is partially controlled ayW€ am to_synthesag_wdehnesfor the human, €. advise
tomatically and partially by a human driver. Even in fu”ythat reaching for a piece that the robot holds will lead to

autonomous driving, passengers and pedestrians inteitact v\;he safety violation. Under the assumption that the human

the vehicle and actively influence the overall system safef{!l0Ws this advise, the safety is guaranteed. Yet, thisselv
and performance. The need for obtaining guarantees still much less restrictive for the human operator thathéf

behaviors of these systems is then even more crucial as léman—robot system was considered controllable as a whole.

stakes are high. Formal verification and formal methodé\-l_amely' in such a case, a correct-by-design c.:ontroller.d:oul
based synthesis techniques were designed to provide sdjdﬁtatebthe hurlgal;l to always(;touch orllly S?Bop!eces _Wh'le
guarantees and recently, they have gained a consideraB]§ 00t would be supposed to work only withB pieces

amount of popularity in applications to correct-by-desigrPre.('jp:.oc}lm:e(ljI by ]Ehe humr?n. Clea}rly, (‘;he forfmir mhentlon,ed
robot control. For instance, in [12], [18] temporal logicIU!U€!INes a cr:whor muc mc;]re ree oml? .the umans
control of robots in uncertain, reactive environments WageC|S|ons as the human may choose to work with an instance

gf B piece orBC piece. A similar situation occurs in an

addressed. In [11] control synthesis for nondeterministi drivi o with destri ina th
systems from temporal logic specifications was developeaytonomOus riving scenario with a pedestrian crossing the

Loosely speaking, these works achieve the provable guaraiiicel If the pedestrian jumps right in front of the car, the
tees by accounting for thgorst-casescenarios in the control colllspn is unavoidable. A possible guideline for the huma
synthesis procedure. The uncertainty is therein treated ggabling t.he_ system safety woulld ,k?e not to ever cross the
an adversary which however, often prevents the synthesi§tre_et_' This is however a very limiting con_stralnt. In_st;ead
procedure to find a correct-by-design autonomous controllddVising the human n|;)|t o cross the street if the car is close
In this paper, we take a fresh perspective on correct-b?—eemS quite re_asonda e . hesi
design control synthesis. We specifically focus on situatio | IS Paper introduces aystematic way to synthesize

when the desired controller does not exist. In Contraét?ast—limiting guidelinedfor the uncontrollable elements in
to the above mentioned approach, we view the uncertai ’emi—)autonomous systems, such as humans in human-robot

uncontrollable elements in the system easllaborative in systems, that allow the autonomous part of the system to
maintain safety. Similarly as in some related work on cdrrec
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controllable entity is the adversary. We specifically wotktw in w(j), respectively. Furthermore, assuming tBas a set
situations, where the protagonist does not have a winnirgf finite sequences anfl' is a set of finite and/or infinite
strategy in the game. We formalize the notioradfsiseras a sequencess-S' = {w-w’' |w € SA v’ € S'}. Z denotes
function that “forbids” the application of certain adverga the set of integers.

inputs in certain system states. Furthermore, we classédy t

advisers based on the level of limitation they impose on thBefinition 1 (Arena) A 2-player turn-based game arena
adversary. Finally, we provide an algorithm to find a leastis a transition systeni/” = (.5, (Sp, Sa); Sinit, Up, Ua, T'),
limiting adviser that allows the protagonist to win the gamewhere S is a nonempty, finite set of state§$,, S,) is a
i.e. to keep the system safe. We also discuss the use of thartition of .S into the set of protagonist (playey) states
synthesized advisers for on-the-fly guidance of the systef), and the set of adversary (playe) statessS,, such that
execution. In this work, we do not focus on how the interfacé&,NS, = 0, S,US, = S; sinir € Sy is the initial protagonist
between the adviser and the uncontrollable element, suchsate; U, is the set of inputs of the protagonidt, is the
human, should look like. Rather than that, the contributioret of inputs of the adversaryy = T, U T,, is a partial
of this paper can be summarized as the development ofirgective transition function, wheré, : S, x U, —+ S, and
theoretical framework for automated synthesis of reactivd, : S, x U, — Sp.

least-limiting guidelines and control strategies thatrgnéee

the system safety. Note that in a protagonist state, only an input of the protag-

onist can be applied, and analogously, in an adversary, state
Related work includes literature on synthesis of envienly an input of the adversary can be applied. We assume

ronment assumptions that enable a winning game [6] anHat from a protagonist state, the system can only tramsitio

on using counter-strategies for synthesizing assumpiionsto an adversary state and vice versa. This assumption is

generalized reactivity (1) (GR(1)) fragment of LTL [13]][1 not restrictive, since it can be easily shown that any game

These works however synthesize the assumptions in the fogrena withT, : S, x U, — S andT, : So x U, — S

of logic formulas, whereas we focus on guiding the adversagan be transformed to satisfy it. Loosely speaking, each

through explicitly enumerating the inputs that should notransition from a protagonist state to a protagonist state i

be applied. Synthesis of maximally permissive strategses &plit into two transitions, to and from a new adversary state

considered in [4] and also in discrete-event systems titeea Analogous transformation can be applied to the transitions

in [17], where however, only controllable inputs are beingrom adversary states to adversary states.

restricted. Our approach is different to the above work&esi  Let U = {u; € U; | T;(s;,u;) is defined denote the set

we aim for systematic construction of reactive guidelines iof inputs of playeri € {p,a} that areenabledin the state

the sense that if the least-limiting adviser is not followad s; € S;. ArenaT is non-blockingif US| > 1, for all i €

suitable substitute adviser is supplied if such exists. 8 a {p, a} and alls; € S; andblockingotherwise. Aplayin T is

use a different criterion to measure the level of limitatioran infinite alternating sequence of protagonist and adversary

that is the worst-case long-term average of restrictions @&tatesm = s, 154,15p,254,2 - .., such thats,; = s;,; and

opposed to the cumulative number of restrictions conselergor all j; > 1 there existu, ; € Uy, ua; € U,, such that

in [6] or the size of the set of behaviors considered in [4]7),(s, ;,up ;) = Sa.;, aNd T4 (54,5, Ua,j) = Spj+1- NoOte that

Other related literature studies problems of minimal modébr each playr, 7(2k) € S,, while 7(2k — 1) € S,,, for all

repair [3], [7], synthesis of least-violating strategi®} [16], 1 < k. A play prefixr..; = n(1)...7(j) is a finite prefix

or design of reward structures for decision-making progessof a playr = 7(1)7(2) ... Let Plays” denote the set of all

in context of human-machine interaction [14]. This Workplays inT". If a set of playSPlaysT of a blocking arend is

can be also viewed in the context of literature aimed lonempty, theri” can be transformed into an equivalent non-

collaborative human-robot control, e.g., [15], [10]. blocking arena/” via a systematic removal dflocking states

The paper is structured as follows. In Sgt. Il we introducénd their.adjacent transitions that are defined inductigely
necessary notation and preliminaries. In §gt. Ill, we siate follows: () eachs; € S;, i € {p,a}, such thatl/7* = 0 is
problem. In Sed1V, we introduce the synthesis algorithm i Plocking state and (ii) iff(s, u;) is & blocking state for
details and discuss the use of the synthesized solutiomfor g#@chui € Uy, thens;, i € {i,p} is a blocking state, too.
the-fly guidance. Se€.JV concludes the paper and discusseien Plays” = Plays” .
future research. Throughout the paper, we provide severalA deterministic control strategyor strategy, for short)
illustrative examples demonstrating the developed theory of playeri € {p,a} is a partial functions] : S* -
S; — U, that assigns a playei's enabled inputu; €
U’ to each play prefix in7 that ends in a playe§’s
Given a sef, we use2®, S|, 5%, S* to denote the powerset states; € ;. Strategiess) o] induce a playr?s 74 =

Il. PRELIMINARIES

of S, the cardinality ofS, and the set of all finite and infinite
sequences of elements frof) respectively. Given a finite
sequencev and a finite or an infinite sequeneg, we use
w-w'’ to denote their concatenation. Lefi) andw..; denote
the i-th element of wordw and the prefix ofw that ends

$p,15a,15p,28a,2 - - - € (Sp . Sa)w, such thatSp_l = Sinit,
and for all j > 1, T,(Spj,0p(Sp,15a,1---Spj)) = Sajs
and Ta(SaJ‘,O’a(SP,lSa,l Ce Sp7j8a,j)) = Sp,j+1- A strategy
o] is called memorylessif it satisfies the property that

ol (s1...8,) = ol (s} ...s.,) whenevers, = s/,. Hence,



with a slight abuse of notation, memoryless control stiateg The set of the arena states9s= @ x {p,a} and each arena

are viewed as functions/ : S, — U,. The set of all states = (¢,i) € S is defined by the system statec Q

strategies of playei in 7 is denoted by>7. The set of and the entityi € {p,a} whose turn it is to apply its input,

all plays induced by all strategies m[,zz, i.e. the set of i.e.(¢,p) € Sp, and(q,a) € S,, for all ¢ € Q. Behaviors of

all plays in7 is Plays™ =« = {77 74 | ol € 27,07 ¢ the system are thus captured through plays in the arena.

The goal of the former, controllable entity is to keep

the system safe, i.e. to avoid the subset of unsafe system

gé’tates, while the latter entity has its own goals, such as to

reach a certain system state, etc. Formally, the protagonis
LS . T T . is given a partition of state§ = (Safe, Unsafe) and the

awinning conditionl¥’ C Plays™» = that is in general a cor%espond?ng safety winning conijitiéﬁstzfe. 'IJ'th>e arendal”

subset of pla¥s |7r‘_T. A safety winning conditiors Wsay. = together with the safety winning conditioiVs.s. establish

{m € Plays™ ¥ | forall j > 1.7(j) € Safe}, where a game(T, Waz.).

S = (Safe, Unsafe) is a partition of the set of states into gyample 1 Consider the simplified manufacturing scenario

the safe and unsafeTstaTte subsets. A protagonist’s strafegy o tiined in the introduction. A system state is determined

is winning if Plays’» >« C W. Let Q] C X7 denote the by the current pieces in the workspace and their status;

set of all protagonist’'s winning strategies. each of them is either on the desk, held by the human, or

LetT = (S, (Sy, Sa), Sumit Ups Ua, T) be an arenaand : DY the robot:Q € 2045 CABBEARCtdesk huuman.rotor),

- Y P a/s 2wty P as . .

Sx S — 7 be a weight function that assigns a weight to eacfin® robot acts as the protagonist and the human as the
(s, "), such that there exists € U, UU,, where(s,u,s') ¢ ~ adversary.sii = ({(A, desk), (B, desk), (C' desk)}, a) is

T. Then(T,w) can be viewed as an arena ofrean-payoff an example of a system initial state. The inputs of the robot
game The value secured by protagonist's strategy is are U, = {{graby, drop,} x {A, B,C, AB, BC, ABC} U

$7}. Analogously, we uselays’ “a = {x% 7 | o] €
71 to denote the set of plays induced by a given strate
o] and by all strategies] € X7

A gameG = (T,W) consists of a game arerié and

1o o o {connect,} x {(B,C),(AB,C)}} and similarly, U, =
y(o'g—) — inf liminf— Zw(ﬂ-% 7a (), w7 %a (j41)). {gmba, drop,} x{A, B,C, AB, BC, ABC}U{ connect, } x
orERT mmee i {(A, B), (A, BC)}}. The transition function reflects the ef-

An optimal protagonist’s strategy, * secures the optimal fect of inputs on the system state. For instance,
valuev(o]*) = SUD,T 7 v(aT). Several algorithms exist T (({(4,desk), (B, desk), (C,desk)}, ), (graba, A)) =
to find the optimal protagonist’s strategy, see, e.g., [8f F = ({(A, human), (B, desk), (C, desk)},p), or
more details on games on graphs in general, we refer the(({(A, desk), (B, robot), (C, robot)}, p), (connect,, (B, C)))

interested reader e.g., to [2]. = ({(A, human), (AB, robot)}, a)).
[1l. PROBLEM FORMULATION Note that the transition function does not have to

be manually enumerated. Rather than that, it can

The systenthat we consider consists of two entities: th "
, . . be generated from conditions, such &(({(z,y)} U
first one is the autonomous part of the system that we aim :

a), (grabq,z)) = ({(z, human)} U Z, p), applied to all

control (e.g., a robotic arm), and the second one is the agen’te (A, B,C, AB, AC, ABC},y € {desk,robot},Z C

that is uncontrollable, and_ to a large extent unpredmtablr A, B,C, AB,AC, ABC}\ {2}) x {desk, human, robot}.
(e.g., a human operator in a human-robot manufacturin

scenario). The overall state of such system is determinedThe problem of finding a protagonist’s winning control
by the system states of these entities (e.g., the positioetrategycrpT guaranteeing system safety has been studied
of the robotic and the human arms and objects in thelefore and even more complex winning conditions have been
common workspace and the status of the manufacturingonsidered [2]. In this work, we focus on a situation when
In this paper, we consider systems with a finite number dhe protagonistioes nothave a winning control strategy. For
states() (obtained, e.g., by partitioning the workspace intsuch cases, we aim to generate a least-limiting subset of ad-
cells). The system state can change if one of the entitiegrsary’s control strategies that would permit the protasgfo
takes a decision and applies an input (e.g., the robot cém win. Loosely speaking, this subset can be viewed as the
move the arm from on cell to another, or the human caminimal guidelines for the adversary’s collaboration.

pick up an object). For simplicity, we assume that the eggtiti  Note that this problem differs from the supervisory control
take regular turns in applying their inputs. This assummptioof discrete event systems as we do not limit only the
is however not too restrictive as we may allow the entities tapplication of controllable, but also the uncontrollalvipiits.
apply a special pass inpatthat does not induce any changeHowever, it also differs from the synthesis of controlleos f

to the current system state. fully controllable systems as we aim to limit the adverssury’

To model the system formally, we call the former Control_application of uncontrollable inputs as little as possitiée

lable entity the protagonist, the latter, uncontrollabigity formallﬁeththe %wdelllneds .for thed atjljvgrsary stg()tlllejborratlo
the adversary, and we capture the impacts of their inputs {Broug € notion ot adviser and adviser restricted arena.

the system states through a game arena (seeDef. 1)  Definition 2 (Adviser) An adviser is a mapping: : S, —
2V wherea(s,) C Uz« represents the subset of adversary’s

T = (S, (Sp,Sa), Sinit, Up, Ua, T). @ inputs that are forbidden in state,.



Given an arend]” = (S, (Sp, Sa); Sinit, Up, Ua, Ty UTs),  (A)
and an advisera, the adviser'restricted arena g =
(S, (Sp, Sa), Sinit Up, Ua, TS U TS), where T = T, and y

T8 = Tu \ {(Sa: tas 5p) | g € a(s4)}. The set of all plays 51
in 7% is denoted byPlays®. u
Up, P2
If a(s,) = Uz~ for somes, € S,, the adviser restricted Uay / \
arena becomes blocking, and hence, not every sequence Upsg Up,
$p.18a,15p.25a.2 - - - Sa ki, SAUSHYINGs,1 = sinir, and for al 52 N 53 > 5~ Uas
1 <5< .k, L <0<k T (spj,op(8p1Sa1---5pj)) = Uag\ a4
Sa,jr ANAT (84,0, 0a(Sp,18a,1 - - - SpeSar)) = Spe+1, CAN bE "
extended to a play. However, Iflays® is nonempty, we can Ups N Upy
transform7 into a non-blocking adviser restricted arena 35 \_/\56/\/ ST
Uq Uq
T = (5%, (S, S%), Sinits Up, U, TS UTS)  (2) ‘ !
(B) ! (O (D) 4

that has the exact same set of pla§kys® = Plays® as

7o as outlined in SedJll. Let us denote the sets of all ﬁ f AN ‘//v AN

protagonist's and adversary’s strategie§th by ¢ andXg, I s = e e

respectively.Plays’» > refers to the set of plays induced \‘D@j \‘D@j \‘D@j

by 0% € £% andX¢ in 7. If however Plays® is empty, a

non-blocking adviser restricted areff& does not exist. Fig. 1: (A) An example of a game arena with a safety winning
Given the winning conditionVs,s., we define a good condition. The protagonist’s and adversary’s states dwstibted

advisera as one that permits the protagonist to achieve safeﬁ? squares and circles, respectively. The safeSaft is in green,
in th blocki dvi icted 5 e unsafe seUnsafe in blue. Transitions are depicted as arrows
in the non-blocking adviser restricted arend. between them and they are labeled with the respective irthats

trigger them. (B) — (D) show three different advisers, ac and

Definition 3 (Good adviser) An adviser a is good for ap, respectively, via marking the forbidden transitions id.re

(T, Ws,pe) if there exists a non-blocking adviser restricted _
arena7® and a protagonist’s strategy® € %2, such that are depicted as arrows between them and they are labeled
Plays(’?’zg C Wsage. Given a good altjjvisebf the set of with the respective inputs that trigger them. The safe state
protagonist’s_winn[ilneg strategies is denoted ﬁ'? C ya in Safe are shown in green and the unsafe onediinsafe

- P are in blue. Fig[1.(B)-(D) show three advisets;, a¢c and

_Since there might be more good advisers, we need {p  eqpectively, via marking the forbidden transitions in
distinguish which of them limit the adversary less and which,q | Fig.[1.(B),an(s2) = {ua,}, ap(ss) = {ta,, tas}

of them more. To that end, we associate each adviser witha 4 ap(s6) = {Uag, ta, }. In Fig. A.(C), ac(s2) = {ua,}
cost, called adviser level of limitation. andac(s1) = ac(ss) = 0. Finally, in Fig.m.(D),OfD(Sg)l:

Definition 4 (Adviser level of limitation) Given an arena {%as;ta;} @Ndap(ss) = ap(ss) = 0. _
7 and a good advisery, we define theadviser level of For ap, the non-blocking adviser restricted arena con-

limitation tains states S*? = {s1,s2,s3}. The set of protago-
. nist's strategies in7°# is Y07 = {opF}, such that
Aa) = Uglgggv(ap), where () ooB(n(1)...7(2))s1) = up, and ogE (mw(1)...7(2])s3) =

N up,, for all play prefixesr(1)...7(25), 7 > 0 of all plays

o o B ywOB . an L .

7(08) = sup limsupl Y la(a ol (25). (@) T E Plays™ ">+~ Sinces%* is winning, ap is good. It
og€xg m—oo M is easy to see that the set of protagonist’'s winning strategi

| h q s th | and the set of all adversary’s strategies7ri*? induce a set

- - B “B

ftr;10t er vgor SfAf(az)'ljdt eyvors: calse o?rg]} terlm a\{e:jage of plays Plays™ " =2" = {s150m(3)som(5)s2m(T)s2 ... |

of the number of forbidden inputs along the plays in uceg(Qj +1) € {s1,83}, for all j > 1}. The strategyrs” €

by the best-caseprotagonist's strategy,. The choice of Qo is therefore associated with the valugo®s) =
the worst-case long-term average is motivated by the fact’ . 1 «—n VOB 0B b
that although the adversary can be advised, it cannot Beres”€sa” ilmsfp”*"o w2 | (7 o (24)] .

controlled. On the other hand, the consideration of the-best'™ 5*Prn—oc 7, Zi:l ‘0‘3(82)‘ = 1, and_ the_ level of limi-
caseo, is due to the protagonist being fully controllable.l2ton of ap is Aap) = 1. Although it might seem that

We provide some intuitive explanations on the introduce crj]\élsnec:r?gblzkir:grz dtliz:atlrnrgesttr:i?:dcérg ﬁl':{*:?rg :E?s 2222'
terminology through the following illustrative example. contains all states fronT™, S%¢ — S. However, the set
Example 2 (Safety game and adviserAn example of a of winning protagonist's strategieQ;< in 7¢ is analo-
game arena with a safety winning conditid¥s,y.is given gous as in case (B). Namely, dfy< ((1)...7(2j)s1) =

in Fig.[D. (A). The squares illustrate the protagonist'ste® u,, or op¢(m(1)7(2)...7(2j)s3) = up,, the resulting
and the circles illustrate the adversary’s ones. Transitio play would not be winning for the protagonist as all ad-



versary’s choices ins, lead to an unsafe state. Hence, Algorithm 1: The nominal advisen®

Plays™ % = Plays™" " and the level of limitation ~Dam 7 = (5. (S0, 52y 5w Un Uan T), and unsafe set
of ac is Mae) = 1. Finally, ap is more limiting than Unsafe7g g T

ap and ac. Following similar reasoning as above, we can Result o” : S, — 2V

see thatPlaysggD’EgD = {5182515251528152 ...}, butsince ! f(|)rall (Et(we )S“ GQS“ do
s 2 @ (8q) :=
|?<D(52)| = 21, Wi haveA(ap) = inf,epcqen Y(0pP) = | ang
limsup,, o 3 25y |oap(s2)| = 2. 4 forall the s, € Unsafe do
5 | a%(sa) i=Use

. 6 end
Problem 1 Con_S|d_er T = _ _(S, <S,,,Sa_),simt_,Up,Ua,_I_“), 7 Losing” = Unsafe
and a safety winning conditiol/s.. given via a partition ji=0
S = (Safe, Unsafe). Synthesize an adviser*, and a ¢ while j = 0 or Losing’ # Losing’~' do
protagonist’s winning strategyg**, such that: 10 forall the s, € Losing’ do

11 forall the sq,uq, such thatl'(sq, us) = sp do

(i) o* is good andosg ™ * € Q9*, | 00(s) e a¥(s0) U futa)

(i) Aa*) = inf,ea M), where A is the set of all good 2

13 en
advisers for(7T, Wsqgse ), i.€. A(a™) is least-limiting and 14 end
(iii) ’y(og**) = infar cqar 'y(ag*), ie. Ug** is optimal. 15 Losing’*" := Losing’ U {s; € S |
UuieUfi {TZ(Slvul)} C Losing’ i € {avp}}
IV. SOLUTION % | ji=g+1
17 end

Our solution builds on several steps: first, we generateia Losing := Losing’
so-callednominal adviser which assigns to each adversary
state the set of forbidden inputs. We prove that the nominal
adV|se_r 1S by Construcnon QOOd' but does_ not haye to q_eemma 1 If s;nit € Losing then there does not exist a good
least-limiting. Second, building on the nominal adviseg W o dviser for (T, Wsage)
efficiently generate a finite set of candidate advisers.drhir » TV Safe):
the structural properties of the candidate advisers itdubri Proof: Suppose that;,; € Losing and there exist a
from the properties of the nominal a}dviser allow us to provgood advisera for (T, Wsase). Then there exists a non-
that the problem of finding* andoy’ * can be transformed blocking adviser restricted arend® and a protagonist’s

to a mean-payoff game. By that, we prove that at least Onfrategyo? € X2, such thatPlays"3=23 C Wsafe In T
o, * is memoryless and hence we establish decidability afonsider a playr = Sp15a.15p25a2-.. € Plays® >+ in
Problen(1. Finally, we discuss how the set of the candidatee ang note thatr does not intersectnsafe. Suppose
advisers and their associated optimal protagonist's W@ that s, , = s;,;, € Losing \ Unsafe. Then there exists
strategies can be used to guide an adversary who disobeys & 1 such thats,; € Losing’, but simis & Losing’ ™
subset of advises provided by a least-limiting adviser. andUupeu,fwt (T (simies up)} C Losing’~* (line[I8). Thus,

Sa,1 € Losmgjfl. Furthermore, ifs,1 ¢ Unsafe then
Uy, coiet {T8(5a,1,ua)} € Losing’~* (line[IB). Via induc-
The algorithm to find the nominal adviser’ is sum- tive application of analogous arguments, we obtain thatthe
marized in Alg.[1. It systematically finds a set of stategxistsk > 1, such that eithes, ;. € Losing® = Unsafe or
Losing, from which reaching of the unsafe séfnsafe s, € Losing” = Unsafe. This contradicts the assumption
cannot be avoided under any possible protagonist’s and athat is winning, i.e. the assumption thatis a good adviser.
adversary’s choice of inputs. The skidsing is obtained via ]
the computation of the finite converging sequelbeafe =
Losing® C Losing' C ... C Losing™ ' = Losing" =
Losing, n > 0, where for all0 < j < n, Losing’*' is the set
of states each of which either already belongd.teing’ or Proof: Let s;;; ¢ Losing. From the construction of
has all outgoing transitions leading tosing’ (line[15). The 7,0 andaY, it follows that for alls, € S, \ Losing there
nomlnal gdwsetyo is set to fork_Jld all transmqns that Ie_ad 10 axists an inputu, and a states, € S, \ Losing, such that
Losmg (line m). By constructlor_1, the algpnthm termmatesfa(sp’up) = s, (line [8). Furthermore, for alk, € S, \
in at most|S| iteration of the while loop (linekl9=16). Losing and allu, € U+ \ a%(s,) it holds thatT (sq, 1) -
0The following three_ lemmas summarize the key features .Cifp\Losmg (line[I2). Hence, there exists a playe Plays®
a” computed according to AlgJ 1. The first two state that, 'Tn 7°°, and thus there also exists a non-blocking adviser

there exists a good adviser fgF, W,y ), then the nominal . 0 0 0
. X . ’ N . ._restricted aren&y @ and o9 € X2, such that any pla
adviser is good. The third states that, if the nominal advise P p y play

0
A . . 2o 0 . .
forbids the adversary to apply an input € o°(s,) ina state 7 € Plays in 7" does notintersedtosing. Because
sa, then there does not exist a less limiting good adviser Unsafe C Losing, it holds thatPlays®» "=« C Wgape and
such thatu, & o/(sq). advisera? is good. ]

A. Nominal adviser

Lemma 2 If s;,;; € Losing, thena® computed by Ald.]1 is
a good adviser.

0
[e3
p



Intuitively, Lemmas[IL and]2 state that the restrictiongA) !

imposed by the nominal adviser® were sufficient. As a Up,
corollary, it also holds that the non-blocking nominal avi 51— 52
restricted arend’ does not contain any state Ivsing and Uay Uag
therefore that all plays i’ are winning. Note however, e
that the nominal adviser does not have to be least-limiting.
As we illustrate through the following example, imposing S3 S5
additional restrictions on the adversary’s choices might, Up, A Up,
perhaps surprisingly, lead to the avoidance of adversary’s ‘ ups | ‘
states, where a high number of inputs are forbidden. Ua, & Uag
Example 3 An example of a safety game is shown in 56 [ ag 5
Fig. [2.(A). The result of the nominal adviser computation
according to Alg.[1L is illustrated in Flg[]2(B) Namely,( ) b © .
Losing = {m}@ and a®(s2) = {ua,}, a%(s6) = {uas}, /TN SN
and o (s7) There is only one protagomsts strategy
{a“} Ea , and it is winning o € Qa since (J/Q D <J/D D
0 ao
Plays® b T = {515283565356 - - -, 515285578557 - . .}. Fig. 2: (A) An example of a game arena with a safety winning
The level of limitation of o Ias athus AMa®) = condition. The protagonist's and adversary’s states dustihited
SUPgaexa HMSUP,, o % Z?:l ‘a(w"p Ta (2j))| = as squares and circles, respectively. The safeSsft is in green,
. 1 n the unsafe seUnsafe in blue. Transitions are depicted as arrows
limsup,,_,, = (’O‘(SQ)’ + X ’O‘(53)‘) = 1. Loosely peqyeen them and they are labeled with the respective irthats

speaking, the worst-case adversary’'s strategy that trigger them. (B) shows the nominal advise? and Losing via
respects the nominal adviser® takes the play to the marking the forbidden transitions and the stated.iming in red.
left-hand branch of the system. (C) shows an alternative adviser that is also good and less
) o
Fig. [@.(C) shows an alternative adviser that guides limiting than a”.
each play to the right-hand branch of the system. It jwhich directly contradicts the assumption thétis good,
good since there is a non-blocking adviser limited arené\’r spk+1 € Losing’, for somej > 1. From the iterative

7 and the only protagomsts strateg;/* c Ea on 7«  construction ofLosing, we obtains, xi1 € 2Losmg7 ! and
S0 if Sq,k+1 & Unsafe, thensy p1o € Losing’ 2. By inductive

reasoning it follows that there exists> k + 1, such that
level of limitation ofa’ is A(e) = limsup,, , %(|O‘(51)|+ either s, , € Losing” = Unsafe, or s,, € Losing” =
>, ‘Q(SS)D — limsup,_, %(|a(81)|) < 1. Hence’  Unsafe. This contradicts the assumption thats winning,
i.e. the assumption that’ is good. ]

Thanks to Lemmal3, we know that there exists a good
advisera* that is least-limiting and builds on the nominal
Lemma 3 Consider an adviset' for (7, Wsase) and sup-  one in the following sensen®(s,) C o*(sq), for all
pose that there exists a statg € S, and u, € Ua, such 5 ¢ g . Whereas following the nominal adviser is essential
that u, € a’(s.) and uq ¢ o'(sq). Thena’ is either not  for maintaining the system safety, following the additibna
good or at least as limiting as the nominal adviset, i.e. restrictions suggested y* can be perceived as a weak form
A(a?) < A(a). of advice. If this advice is not respected by the adversary,
safety is not necessarily going to be violated, however, in
order to maintain safety, the adversary might need to obey
further, more limiting advises. We will discuss later on in
Sec[1V-D how to use both the combination of a least-limiting
adviser and the nominal one in order to guide the adversary
during the system execution (the play on the game arena).

is winning, sincePlays® PRS- = {s18285878557...}. The

is less limiting than the nominal advisef.

Proof: The proof is lead by contradiction. Consider
an advisera’ for (T, Wgqz). Suppose that there exists a
states, € S, and u, € U,, such thatu, € a°(s,)
and u, ¢ o&'(s,) and o’ is good. Furthermore, Ieﬂ“'
be the set of protagonist's W|nn|ng strategies on the non
blocking adviser restricted arerd®’. and assume that’
is less limiting thata?, i.e. thatA(a’) < A(a®). Then from B. Least-limiting solution

the definition of X in Eq. (3), there exists a protagonist's | et 4 . denote the finite set of candidate advisers
strategyo; € 7, such thaty(oy") < A(a”). Henceforth, optained from the nominal adviser’, Aemg = {o |
there al§o /eX|stS a winning play = sp.154,15p,25a,2--- € a%(sq) C a(s,), forall s, € S,}. Note thata € Avand
Plays® "< on T with the property that for some > 1, does not have to be good since it might not allow for an
Spit1 € T(Sak,Ua), Whereu, & o'(sqr) andu, € existence of a non-blocking adviser restricted aréfta
ao(sa ). If such a winning play does not exist, it holds thatAs outlined in Sec[l, it can be however decided whether
Yoy ) > A(a?), which contradicts the assumption théltis T from Def.[2 has an equivalent non-blocking arena.
Iess limiting tham?. Sinceu, € a®(s. ), it holdss, x+1 €  Building on ideas from Lemmdd 1 afdl 2, we can easily see

Losing by construction (liné_12). Eithes,, .11 € Unsafe, that the existence of non-blocking adviser restricted @ren



T« also implies the existence of a protagonist's winnind. Guided system execution

strategyo, € €25. In fact, because states frohwsing were Finally, we discuss how the set of good advisérs,; can
removed fromTa (lines[4£6] 9ET6 of Algl]1), all plays in be used to guide the adversary on-the-fly during the system
T are winning and:y = Q. execution. Given an adviser € A...q4, let us call the fact

that u, € a(s,) an advise We distinguish two types of
advises,hard and soft Hard advises are the ones imposed
From Lemmd B and the construction df...q, at least by the nominal adviseru, € a°(s,), while soft are the
one least-limiting good adviser belongs #..,q4. In the  remaining ones that can be violated without jeopardizireg th
remainder of the solution, we focus on solving the followingsystem safety. The goal of the guided execution is to permit
sub-problem for each € Acgna. the adversary to disobey a soft advise and react to this event

Problem 2 Consider a good adviset € A.qng. Find A(o)  Via @ switch to another, possibly more limiting adviser that
and an optimal protagonist's winning strategy:* with does not contain this soft advisg. Letbe a partial ordering
Y(05*) = infoacan ¥(08) = infoecse 7(03). on the setd q.,q4, Wherea < o’ if a(s,) C o/(s,), for all

sq € S,. Hence, for the nominal adviser, it holds that
We propose to translate Problérh 2 to finding an optimalo < ., for all o € 4

Acand = {a € Acang | o is a good advisgr  (5)

cand -

strategy to a mean-payoff game on a modified argfa The system execution that corresponds to a play/in
Definition 5 (Mean-payoff game arena7 ) Given proceeds as follows: 1) The system starts at the initiaéstat
a non-blocking adviser restricted arena7® = Scur = Sinit With the current adviser being least-limiting
(Sa,<Sg,Sg>,smit,U Ua,T;} U T%), we define the adviserac., = o* and the current protagonist’s*strategy
mean-payoff game arend® = (7®,w), where for all being the memoryless winning strategy ... = ;' *. 2)
Tp(sp’up) =S4 w(sy,s4) = —|a(se)| and for all The inputc, curr(Scurr) IS applied by the protagonist and

(Sa,8p) = 0. the system changes its current statg,. according to7,.
P The current state belongs to the adversarya3).(scurr)

Lemma 4 Problem[2 reduces to the problem of optimalis provided. The adversary chooses an inpute Ug=.

strategy synthesis for the mean-payoff gafrte a) If ug & acurr(scurr), then the system updates its state
scurr @ccording toT, and proceeds with step b) If u, €

Proof: The optimal strategy* for the mean-payoff 0.5 . then hard advise is disobeyed and system safety
game 7> obtained e.g., by the algorithm from [5] has thewill be unavoidably violated and the system needs to stop
valuev(cp*) = 1 L o immediately. ¢) Ifu, € acurr(Scurr), DUt uq & A®(Scurr),

sup aallelfxa lggl(gfﬁ Zw(ﬂdf’ e (j), 77 % (j+1)) =  then only a soft advise is disobeyed. The current adviser
7p €55 j=1 acurr 1S Updated too’, with the property that\(o/) =
. 0% g% . oY o . infaEAj )\(CY), WhereAj = {Oé S Acand | a = acurr}
U;;Helfza Uglelga hgljolip - Z (w7 % (j), w7 % (j + 1)) = and the current protagonist's strategy.. is updated to
g=1 Sy The current state.,,.- is updated according t@, and

inf sup limsup— Z la (7572 (2§)] = Aa). the system proceeds with step 2).
TPENP 0geRa mooo MO Example 4 Consider the safety game in F[g. 3.(A). The re-

Furthermore, as noted abov& = Q¢ and hence the sult of the nominal adviser computation according to Algs 1 i
proof is Comp|ete u ”IUStrated in FlgB(B) Nam8|y;)[0(82) = {uaz}, 040(86) =

It has been shown in [8] that in mean-payoff gamed): @ O(s7) = {uas }, a°(s5) = {tay, tas}, aNd a®(s11) =
memoryless strategies suffice to achieve the optimal valut,- The States iosing are marked in red. Fid.13.(C) shows
In fact, using the algorithm from [5], the strateg* takes the non-blocking adviser restricted arer&®” with the re-

the form of a memoryless strategg* : 5% — U,,. moyed states an(_j trans_|t|o_ns in light grgi/. _Thea%o_rres_pmglm
C. Overall solution optimal protagonist’s winning strateggﬁ in 7 is high-

0

We summarize how the algorithms from SEC_IV-A andighted ingreenin Fig.B.(B),i.8;"*(s1) = up,, ;" *(s3) =
Sec[TV-B serve in finding a solution to Problém 1. 1) Thetp,, §p *(s5) = up,;, and gy *( 9) = up,. The level of
nominal advisera® is built according to Alg[TL. If there limitation of o is A(a®) = limsup, ., (|a°(s2)| +
does not exist a non-blocking adviser restricted argfia, Y., |a°(ss)]) = limsup,,_,, 5 (2n —1). Fig.[3.(D) shows
then there does not exist a solution to Prob[@m 1. 2) THeast-limiting advisera*. As opposed toa®, a*(s2) =
set of candidate adviser.,,.q is built according to Eq[{5). {ua,,uaq,}, Where the advise,, € a*(s2) (in magenta) is
3) For each candidate advisar€ A.q.q4, the valuel(a)  soft. Fig.[3.(E) illustrates the non-blocking adviser regted
and the memoryless optimal protagonist’s winning strateggrena7® . The optimal protagonist’s winning strategy is the
sy € Qp are computed through the translation to a mearenly protagonist’s strategy ifi ®". The level of limitation of
payoff game optimal strategy synthesis according to Def. &* is A(a*) = lim Supn—>oo Lo (s2)] + ZJ 5 [a%(s6)|)
4) An advisera* € Acgna With A(a*) = infoea,. Ma) = limsup,_, + < A(a®). There exist more good advisers
together with its associated optimal stratew are the o € Acunq. For each of them, eitheA(a’) = \(®) or
solution to Probleni]l. M) = Aa¥).

To(Sa;Ua) = Sp, W
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involving entities that are uncontrollable, but partiadilling

to collaborate on achieving safety of the overall system.
We have proposed a rigorous formulation of such problem
and an algorithm to synthesize least-limiting advisersaior
adversary in a 2-player safety game and we have proposed
a systematic way to guide the system execution with their
use. As far as we are concerned, this paper presents one of
the first steps towards studying the problem of synthesizing
guidelines for uncontrollable entities. Future work natlyr
includes extensions to more complex winning conditions,
different measures of level of violation, and continuousest
spaces. We also plan to implement the algorithms and show

Upg

S9 510 S11

(1]

(B) (©) 2

A
© iff_ ﬂ (4]

® [5]
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O (6]

T 4 17

O0—o—0O
Fig. 3: (A) An example of a game arena with a safety winning
condition. (B) The nominal advises’ and Losing via marking
the forbidden transitions and states flsing in red. g“o* is in (8]
green. (C) The non-blocking adviser restricted aré*'r?a. D) o [9]
and (E) The non-blocking adviser restricted arérfa .

The guided system execution proceeds as follows: TI[11(=E-)]
system starts in stat@.,.. = sp, With acyr = o and  [11]
Spocurr = <& *. Input u,, is applied, scurr = s2. Then,
Qeurr(Seurr) = a*(82) is provided. The adversary chooseg12]
eitherug, , uq,, O uq,, but, through the adviser it is recom-
mended not to seleat,, (soft advise) and.,, (hard advise). (13]
If the choice isu,, , the system state is updatedstq,.. = ss,
and in the remainder of the execution, the protagonist and
the adversary applyu,, and u,,, respectively, switching [14
between states; and sg. If the choice isu,,, a soft
advice is disobeyed, the current state becomesnd the [19]
current adviser and strategy are updateddg,,.- = o° and
Sp,curr = g;‘o*, which satisfy that\(a”) = infaea. A().  [16]
Input u,, is then applied and..,. = sg. In the remainder
of the execution, the adversary is guided to follow th?l7
hard advicesu,,,uq., € acurr(ss), leading the system to
switching betweerg andsy. If the choice ins, is u,, despite
the hard advice, the system reaches an unsafe state. (18]

S
<

V. CONCLUSIONS AND FUTURE WORK

We have studied the problem of synthesizing least-limiting
guidelines for decision making in semi-autonomous systems

their potential in a case study.
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