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Variational obstacle avoidance problem on Riemannian manifolds

Anthony Bloch1, Margarida Camarinha2 and Leonardo Colombo1

Abstract— We introduce variational obstacle avoidance prob-
lems on Riemannian manifolds and derive necessary conditions
for the existence of their normal extremals. The problem
consists of minimizing an energy functional depending on the
velocity and covariant acceleration, among a set of admissible
curves, and also depending on a navigation function used to
avoid an obstacle on the workspace, a Riemannian manifold.

We study two different scenarios, a general one on a
Riemannian manifold and, a sub-Riemannian problem. By
introducing a left-invariant metric on a Lie group, we also study
the variational obstacle avoidance problem on a Lie group. We
apply the results to the obstacle avoidance problem of a planar
rigid body and an unicycle.

I. INTRODUCTION

Over the last few decades navigation functions have played

a fundamental role in applications of trajectory planning for

moving a system from a starting configuration to a goal

configuration and, creating feasible and safe paths that avoid

a prescribed obstacle minimizing some quantity such as

energy or time.

In applications, navigation functions are typically given

by artificial potential fields used for collision avoidance of

certain regions through a radial analytic function on the

configuration space [16]. This approach has been studied by

Khabit [14] for control problems and studied in the context

of manifolds with boundary by Koditschek and Rimon [16].

The mathematical foundations for the existence of smooth

navigation functions on any smooth manifold have been

proved by S. Smale [20], [11].

The theory of geodesics, presented, for instance, in Milnor

[17], is a very rich example of the close relationship between

variational problems and Riemannian geometry. Motivated

by this connection and applications to dynamic interpola-

tion on manifolds [13], [18], Crouch and Silva Leite [8]

started the development of an interesting geometric theory

of generalized cubic polynomials on a Riemannian manifold

M , in particular on compact connected Lie groups endowed

with a bi-invariant metric. Further extensions appear in the

context of sub-Riemannian geometry, with connections with

non-holonomic mechanics and control, studied by Bloch

and Crouch [3], [4]. These sub-Riemannian problems are

determined by additional constraints on a non-integrable

distribution on M .

In this work we aim to introduce variational obstacle

avoidance problems on M as a first approach to further
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investigations related to dynamic interpolation and to avoid

multiple regions in the workspace, as we explain at the end

of the paper. We also aim to study necessary conditions

for the existence of normal extremals in the variational

problem among different situations, such as M endowed with

a left-invariant Riemannian metric on a Lie group, and sub-

Riemannian problems where we must deal with constraints

on a non-integrable distribution on M .

The structure of the paper is as follow. We start by

introducing geometric structures on a Riemannian manifold

that we will use together with admissible variation of curves

and vector fields for the variational problem. Next, we intro-

duce variational obstacle avoidance problems on Riemannian

manifolds and derive necessary conditions for the existence

of normal extremals. In Section IV we extend our analysis to

the sub-Riemannian situation where we also derive necessary

conditions for the existence of normal extremals as in the

general picture. By introducing a left-invariant Riemannian

metric defined by an inner product on a Lie algebra of

a Lie group we study the variational obstacle avoidance

problem on a Lie group in Section V. We apply the results to

obstacle avoidance problems for a planar rigid body and an

unicycle in sections IV and V, respectively. Final comments

and ongoing work are discussed at the end of the paper.

II. PRELIMINARIES ON THE CALCULUS OF VARIATIONS

Let M be a smooth (C∞) Riemannian manifold with the

Riemannian metric denoted by 〈·, ·〉 : TxM × TxM → R at

each point x ∈ M , where TxM is the tangent space of M at

x. The length of a tangent vector is determined by its norm,

||vx|| = 〈vx, vx〉
1/2 with vx ∈ TxM .

A Riemannian connection ∇ on M , is a map that assigns

to any two smooth vector fields X and Y on M a new vector

field, ∇XY . For the properties of ∇, we refer the reader

to [5], [6], [17]. The operator ∇X , which assigns to every

vector field Y the vector field ∇XY , is called the covariant

derivative of Y with respect to X . We denote by
D

dt
the

covariant time derivative.

Given vector fields X , Y and Z on M , the vector field

R(X,Y )Z given by

R(X,Y )Z = ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z (1)

is called the curvature tensor of M . [X,Y ] denotes the Lie

bracket of the vector fields X and Y . R is trilinear in X ,

Y and Z and a tensor of type (1, 3). Hence for vector fields

X,Y, Z,W on M the curvature tensor satisfies ([17], p. 53)

〈R(X,Y )Z,W 〉 = 〈R(W,Z)Y,X〉. (2)
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Lemma 2.1 ([5], [3]): Let ω be a one form on (M, 〈·, ·〉).
The exterior derivative of a one form ω is given by

dω(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ])

for all vector fields X,Y on M .

In particular, if ω(X) = 〈W,X〉 it follows that

dω(X,Y ) = 〈∇XW,Y 〉 − 〈∇Y W,X〉. (3)

Let Ω be the set of all C1 piecewise smooth curves x :
[0, T ] → M in M such that x(0), x(T ), dx

dt (0) and dx
dt (T )

are fixed. The set Ω is called the admissible set.

For the class of curves in Ω, we introduce the C1 piecewise

smooth one-parameter admissible variation of a curve x ∈ Ω
by α : (−ǫ, ǫ) × [0, T ] → M ; (r, t) 7→ α(r, t) = αr(t) that

verify α0 = x and αr ∈ Ω, for each r ∈ (−ǫ, ǫ).
The variational vector field associated to an admissible

variation α is a C1-piecewise smooth vector fields along x

defined by

X(t) =
D

∂r

∣∣∣
r=0

α(r, t) ∈ TxΩ,

verifying the boundary conditions

X(0) = 0, X(T ) = 0,
DX

dt
(0) = 0,

DX

dt
(T ) = 0,

(4)

where the tangent space of Ω at x is the vector space TxΩ
of all C1 piecewise smooth vector fields X along x verifying

the boundary conditions (4).

Consider a vector field W along a curve x on M . The sth-

order covariant derivative along x of W is denoted by
DsW

dts
,

s ≥ 1. We also denote by
Ds+1x

dts+1
the sth-order covariant

derivative along x of the velocity vector field of x, s ≥ 1.

Lemma 2.2 ([17], p.52): The one-parameter variation sat-

isfies

D

∂r

D2α

∂t2
=

D2

dt2
∂α

∂r
+R

(
∂α

∂r
,
∂α

∂t

)
∂α

∂t

where R is the curvature tensor.

III. THE VARIATIONAL OBSTACLE AVOIDANCE PROBLEM

ON A RIEMANNIAN MANIFOLD

Let T , σ and τ be positive real numbers, (p0, v0), (pT , vT )
points in TM and q a point on M representing an obstacle

on the workspace M . Consider the set Ω of all C1 piecewise

smooth curves on M , x : [0, T ] → M verifying the boundary

conditions

x(0) = p0, x(T ) = pT ,
dx

dt
(0) = v0,

dx

dt
(T ) = vT ,

(5)

and define the functional J on Ω given by

J(x) =

∫ T

0

1

2

(∥∥∥
D2x

dt2
(t)

∥∥∥
2

+ σ
∥∥∥
dx

dt
(t)

∥∥∥
2

+ Vq(x(t))

)
dt.

(6)

This functional is constructed as a linear combination of

the velocity and the covariant acceleration of the trajectory

regulated by the parameter σ, together with a navigation

function used to avoid the obstacle q described as the zero

level surface of a know scalar valued analytic function (see,

e.g., [14], [15], [16]).

The navigation function Vq is an artificial potential field-

based function represented by a force inducing an artificial

repulsion from the surface of the obstacle. We use the

approach introduced by Khatib [14] which consists on using

a local inverse potential field going to infinity as the inverse

square of a know scalar valued analytic function near the

obstacle, and decay to zero at some positive level surface far

away from the obstacle, in order that a particle on such a

field never hits q.

Problem: The variational obstacle avoidance problem

consists in minimizing the functional J among Ω.

In order to minimize the functional J among the set Ω we

want to find curves x ∈ Ω verifying J(x) ≤ J(x̃), for all

admissible curves x̃ in a C1-neighborhood of x.

To compare the value of J at a curve x ∈ Ω to the value of

J at a nearby curve x̃ ∈ Ω, we use one-parameter admissible

variations α of x ∈ Ω.

Theorem 3.1: Let x ∈ Ω. If α is an admissible variation

of x with variational vector field X ∈ TxΩ, then

d

dr
J(αr)

∣∣∣
r=0

=

∫ T

0

〈
X,

D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt

− σ
D2x

dt2
+

1

2
grad Vq(x)

〉
dt

+

l−1∑

i=1

〈DX(ti)

dt
,
D2x

dt2
(t+i )−

D2x

dt2
(t−i )

〉

−

l−1∑

i=1

〈
X(ti),

D3x

dt3
(t+i )−

D3x

dt3
(t−i )

〉
.

Proof: Let α be an admissible variation of x with varia-

tional vector field X ∈ TxΩ. Then

d

dr
J(αr) =

∫ T

0

(〈D

∂r

D2α

∂t2
,
D2α

∂t2

〉
+ σ

〈D2α

∂r∂t
,
∂α

∂t

〉

+
1

2

∂

∂r
V (q, α)

)
dt.

By considering the gradient vector field (grad Vq) of the

potential field-based function Vq : M → R we have

∂

∂r
Vq(α) =

〈∂α
∂r

, grad Vq(α)
〉
.

By Lemma 2.2 and the previous identity we have

d

dr
J(αr) =

∫ T

0

(〈D2

dt2
∂α

∂r
,
D2α

∂t2

〉

+
〈
R

(
∂α

∂r
,
∂α

∂t

)
∂α

∂t
,
D2α

∂t2

〉

+σ
〈D2α

∂t∂r
,
∂α

∂t

〉
+
〈∂α
∂r

1

2
grad Vq(α)

〉)
dt.

Integrating the first term by parts twice, the third term

once, and applying the property (2) of the curvature tensor



R to the second term, we obtain

d

dr
J(αr) =

l∑

i=1

[〈D

∂t

∂α

∂r
,
D2α

∂t2

〉
−
〈∂α
∂r

,
D3α

∂t3

〉

+σ
〈∂α
∂r

,
∂α

∂t

〉]t−i

t+i−1

+

∫ T

0

(〈∂α
∂r

,
D4α

∂t4
+R

(
D2α

∂t2
,
∂α

∂t

)
∂α

∂t

−σ
D2α

∂t2
+

1

2
grad Vq(α)

〉)
dt,

where given that x ∈ Ω we must consider a partition of the

interval [0, T ] as 0 = t0 < t1 < . . . < tl = T in a way that

x is smooth in each subinterval.

Next, by taking r = 0 in the last equality, we obtain

d

dr
J(αr)

∣∣∣
r=0

=

l∑

i=1

[〈DX

dt
,
D2x

dt2

〉

−
〈
X,

D3x

dt3

〉
+ σ

〈
X,

dx

dt

〉]t−i

t+i−1

+

∫ T

0

(〈
X,

D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt

−σ
D2x

dt2
+

1

2
grad Vq(x(t))

〉)
dt.

Since the vector field X is C1, piecewise smooth on [0, T ],
verifies the boundary conditions (4) and the curve x is C1

on [0, T ], the result follows. �

Theorem 3.2: If x ∈ Ω is a local minimizer of J , then x

is smooth on [0, T ] and verifies

D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt
−σ

D2x

dt2
+
1

2
grad Vq(x) ≡ 0. (7)

Proof. Assume x ∈ Ω is a local minimizer of J over Ω.

Then
d

dr
J(αr) |r=0= 0, for each admissible variation α of

x with variational vector field X ∈ TxΩ.

Let us consider X ∈ TxΩ defined by

f

[
D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt
− σ

D2x

dt2
+

1

2
grad Vq(x)

]
,

where f is a smooth real-valued function on [0, T ] verifying

f(ti) = f ′(ti) = 0 and f(t) > 0, t 6= ti, i = 1, . . . , l − 1.

So, we have

d

dr
J(αr)

∣∣∣
r=0

=

∫ T

0

f(t)
∣∣∣
∣∣∣
D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt

− σ
D2x

dt2
+

1

2
grad Vq(x)

∣∣∣
∣∣∣
2

dt

and since f(t) > 0 for t ∈ [0, T ], except in a set of measure

zero, it follows that

∣∣∣
∣∣∣
D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt
−σ

D2x

dt2
+

1

2
grad Vq(x)

∣∣∣
∣∣∣ ≡ 0,

which leads to the equation (7).

Next let us choose the vector field X ∈ TxΩ so that

X(ti) =
D3x

dt3
(t+i )−

D3x

dt3
(t−i )

and
DX(ti)

dt
=

D2x

dt2
(t−i )−

D2x

dt2
(t+i ),

for i = 1, . . . , l − 1. Thus,

d

dr
J(αr)

∣∣∣
r=0

=

l−1∑

i=1

(∣∣∣
∣∣∣
D2x

dt2
(t+i )−

D2x

dt2
(t−i )

∣∣∣
∣∣∣
2

+
∣∣∣
∣∣∣
D3x

dt3
(t+i )−

D3x

dt3
(t−i )

∣∣∣
∣∣∣
2
)

= 0,

which implies that

D2x

dt2
(t+i ) =

D2x

dt2
(t−i ) and

D3x

dt3
(t+i ) =

D3x

dt3
(t−i ).

Hence, x is is smooth on [0, T ]. �

Remark 3.1: When V = 0, equation (7) reduces to the

cubic polynomials in tension equation [19]

D4x

dt4
+ R

(
D2x

dt2
,
dx

dt

)
dx

dt
− σ

D2x

dt2
≡ 0. (8)

IV. SUB-RIEMANNIAN VARIATIONAL PROBLEM

Next, we extend our analysis to the sub-Riemannian

context, that is, we assume the velocity vector field
dx

dt
lies

on some distribution D ⊂ TM . This distribution D is defined

by non-integrable constraints on the velocity vector field

determined by one-forms ωj ∈ T ∗M with 1 ≤ j ≤ k < n,

satisfying

ωj

(
dx

dt

)
=

〈
Yj ,

dx

dt

〉
= 0, (9)

where Y1, · · · , Yk, · · · , Yn are linearly independent vector

fields on some neighborhood Ω of x ∈ M .

To deal with the constraints we also need to define the

tensors Si, (Si)x : TxM → TxM by

dωj(u, z) =< Sj(u), z >= − < Sj(z), u >, u, z ∈ TxM

Problem: The sub-Riemannian variational obstacle avoid-

ance problem consists in minimizing the functional J defined

on (5) among Ω with the additional constraints (9).

This type of problem was studied in Bloch and Crouch

[3] and Crouch and Silva Leite [9].

We derive necessary conditions for the existence of normal

extremals in this sub-Riemannian problem, by extending our

previous analysis for the general case following the result of

Bloch and Crouch [3], [4].

Theorem 4.1: A necessary condition for x ∈ Ω to be a

normal extremal for the sub-Riemannian variational obstacle

avoidance problem is that x be of class C2 and there exist

smooth functions λj , j = 1, · · · , k (the Lagrange multipliers)



such that, for every t ∈ [ti−1, ti], i = 1, · · · , l, the following

equations holds

0 =
D4x

dt4
+R

(
D2x

dt2
,
dx

dt

)
dx

dt
− σ

D2x

dt2
+

1

2
grad Vq(x)

−

k∑

j=1

λ′

jYj −

k∑

j=1

λjSj

(
dx

dt

)
,

together with
〈
Yj ,

dx
dt

〉
= 0, 1 ≤ j ≤ k.

Proof: Consider the extended functional

J̃(x) =
1

2

∫ T

0

(∥∥∥
D2x

dt2
(t)

∥∥∥
2

+ σ
∥∥∥
dx

dt
(t)

∥∥∥
2

+ Vq(x(t))

+

k∑

j=1

λj

〈
Yj ,

dx

dt

〉

 dt.

We derive necessary conditions for existence of normal

extremals by studying the equation

d

dr
J̃(αr)

∣∣∣
r=0

= 0

for α an admissible variation of x with variational vector

field X ∈ TxΩ and λj the Lagrange multipliers.

Taking into account the proof of Theorems 3.1 and 3.2

we only need to study the influence of variations in the

term

k∑

j=1

λj

〈
Yj ,

dx

dt

〉
where the vector fields Yj on M are

determined by ωj(Z) = 〈Yj , Z〉, j = 1, . . . , k for each

vector field Z on M . Therefore,
d

dr
J̃(αr)

∣∣∣
r=0

must have

two additional terms compared with
d

dr
J(αr)

∣∣∣
r=0

. Those

terms are
k∑

j=1

λj

〈
∇ ∂α

∂r
Yj ,

∂α

∂t

〉
+

k∑

j=1

λj

〈
Yj ,

D2α

∂t∂r

〉
.

After integration by parts in the second term and eval-

uating at r = 0, the integrand can be re-written with the

additional terms
k∑

j=1

λj〈∇XYj ,
dx

dt
〉 −

k∑

j=1

λ′

j〈Yj , X〉 − λj

k∑

j=1

〈
DYj

dt
,X〉.

Using the identity (3) the new terms compared with the

ones provided by Theorems 3.1 and 3.2 which give rise to

necessary conditions for the existence of normal extremals

in this sub-Riemannian problem are:

−

k∑

j=1

λjdωj

(
dx

dt
,X

)
−

k∑

j=1

λ′

j

〈
Yj , X

〉
.

Using the fact that dωj

(
dx
dt , X

)
=

〈
Sj

(
dx
dt

)
, X

〉
the result

follows. �

Corollary 4.1: Any abnormal extremal for the sub-

Riemannian variational obstacle avoidance problem satisfy

k∑

j=1

λ′

jYj +

k∑

j=1

λjSj

(
dx

dt

)
= 0

where λj , j = 1, . . . , k are not all identically zero.

A. Application to variational obstacle avoidance problem for

a planar rigid body on SE(2).

The special euclidean Lie group SE(2) consists of all

the transformations of R
2 of the form z 7→ Rz + v, where

v ∈ R
2 and R ∈ SO(2). This Lie group is isomorphic

to the semidirect product Lie group SO(2) ⋉ R
2. The

transformations can be represented by (R, v), where

R =

(
cos θ − sin θ
sin θ cos θ

)

or, for the sake of simplicity, by the matrix

(
R v

0 1

)
=




cos θ − sin θ x

sin θ cos θ y

0 0 1


 .

The composition law is defined by (R, v) · (S,w) =
(RS,Rw + v) with identity element (I, 0) and inverse

(R, v)−1 = (R−1,−R−1v).
The Lie algebra se(2) of SE(2) is determined by

se(2) =
{(

A b

0 0

)
: A ∈ so(2) and b ∈ R

2
}
.

For simplicity, we write A = −aJ where J =

(
0 1
−1 0

)

and we identify the Lie algebra se(2) with R
3 via the

isomorphism

(
−aJ b

0 0

)
7→ (a, b).

The Lie bracket in R
3 is given by [(a, b), (c, d)] =

(0,−aJd + cJb). The basis of se(2) represented by the

canonical basis of R
3 verifies [e1, e2] = e3, [e2, e3] = 0,

[e3, e1] = e2.

The Riemannian metric on SE(2) ≃ R
2 × S1, locally

parametrized by γ = (x, y, θ), is determined by the matrix

diag (m,m, J). The curvature tensor is zero. We consider

the navigation function

V (γ) =
τ

x2 + y2 − 1
(10)

representing an obstacle with circular shape and unitary

radius in the xy-plane, centered at the origin, with τ ∈ R
+.

Note that

grad Vq(γ) = −
2τ

m(x2 + y2 − 1)2

(
x
∂

∂x
+ y

∂

∂y

)
.

By Theorem 3.2, the equations determining necessary

conditions for the existence of normal extremals in the

variational problem are

θ(4) = σθ′′,

x(4) = σx′′ +
τx

m(x2 + y2 − 1)2
,

y(4) = σy′′ +
τy

m(x2 + y2 − 1)2
,

with given boundary conditions

(x(0), y(0), θ(0)), (x(T ), y(T ), θ(T ))
(x′(0), y′(0), θ′(0)), (x′(T ), y′(T ), θ′(T )).



B. Application to obstacle avoidance sub-Riemannian prob-

lem for an unicycle.

We study motion planning of a unicycle with obstacles. To

avoid the obstacle, we use the navigation function approach.

The unicycle is a homogeneous disk on a horizontal plane

and it is equivalent to a wheel rolling on a plane [2], [6]. The

configuration of the unicycle at any given time is completely

determined by the element (R, v) ∈ SE(2) ∼= R
2 × S1. As

before, we consider SE(2) locally parametrized by γ =
(x, y, θ) and also consider the navigation function V (γ)
given in (10) representing a circular obstacle of unitary radius

in the xy-plane centered at the origin.

The distribution is spanned by the one-form ω = sin θdx−
cos θdy with corresponding vector field given by (see [6] for

instance)

Y1 =
1

m

(
sin θ

∂

∂x
− cos θ

∂

∂y

)
.

Note that

S(U) = −
1

J
(u2 cos θ+u3 sin θ)

∂

∂θ
+
u1

m
(cos θ

∂

∂x
+sin θ

∂

∂y
),

for each vector field on SE(2) denoted by U = u1
∂
∂θ +

u2
∂
∂x + u3

∂
∂y . We complete span{Y1} to a basis of vector

fields by consider Y2 =
1

J

∂

∂θ
, Y3 =

cos θ

m

∂

∂x
+

sin θ

m

∂

∂y
.

By Theorem 4.1 the equations determining necessary

conditions for the existence of normal extremals in the

variational problem are

θ(4) = σθ′′ −
1

J
λ(x′ cos θ + y′ sin θ),

x(4) = σx′′ +
τx

m(x2 + y2 − 1)2
+

1

m
λ′ sin θ +

1

m
λθ′ cos θ,

y(4) = σy′′ +
τy

m(x2 + y2 − 1)2
−

1

m
λ′ cos θ +

1

m
λθ′ sin θ,

together with ẋ sin θ = ẏ cos θ and boundary values as above.

V. THE VARIATIONAL OBSTACLE AVOIDANCE PROBLEM

ON A LIE GROUP

Now we consider a Lie group G endowed with a left-

invariant Riemannian metric < ·, · > defined by an inner

product I on the Lie algebra g. The Levi-Civita connection

∇ induced by < ·, · > is an affine left-invariant connection

and it is completely determined by its restriction to g via

left-translations. This restriction, denoted by
g

∇: g× g → g,

is given by (see [6] p. 271)

g

∇w u =
1

2
[w, u]−

1

2
I
♯
(

ad∗

wI
♭(u) + ad∗

uI
♭(w)

)
,

where ad∗ : g×g∗ → g∗ is the co-adjoint representation of g

on g∗ and where I
♯ : g∗ → g, I♭ : g → g∗ are the associated

isomorphisms to the inner product I (see [5] for instance).

If u ∈ g, its associated left-invariant vector field is given

by uL(g) = TeLg(u) satisfying uL(e) = u ∈ TeG where

Lg : G → G denotes the left-translation map by g. If u, v ∈ g

it is possible to see that ∇wL
uL = (

g

∇w u)L (see [6] p. 273).

Let x : I ⊂ R → G be a smooth curve on G. The

body velocity of x is the curve v : I ⊂ R → g defined

by v(t) = Tx(t)Lx(t)−1

(
dx

dt
(t)

)
.

Let {e1, . . . , en} be a basis of g. Consider the body

velocity of x on the given basis, defined by v =

n∑

i=1

viei.

It follows that

dx

dt
(t) = TeLx(t)v(t) =

n∑

i=1

vi(t)(ei)L(x(t)). (11)

To write the equations determining necessary conditions

for existence of a normal extremal, we must use the following

formulas (see [1], Section 7 for more details)

g

∇v v =

n∑

i,j=1

vivj∇ej ei,

D2x

dt2
= TeLx

(
v′+

g

∇v v
)
,

D3x

dt3
= TeLx

(
v′′+

g

∇v′ v + 2
g

∇v v′+
g

∇v

g

∇v v
)
,

D4x

dt4
= TeLx

(
v′′′+

g

∇v′′ v + 3
g

∇v′ v′ + 3
g

∇v v′′+

g

∇v′

g

∇v v + 2
g

∇v

g

∇v′ v + 3
g

∇
2

v v′+
g

∇
3

v v

)
,

R

(
D2x

dt2
,
dx

dt

)
dx

dt
= TeLx

(
R(v′, v)v +R(

g

∇v v, v)v

)
,

where R denotes the curvature tensor associated with
g

∇.

The equations giving rise to necessary conditions for the

existence of normal extremals in the variational problem are,

0 =v′′′+
g

∇v′′ v + 3
g

∇v′ v′ + 3
g

∇v v′′+
g

∇v′

g

∇v v

+ 2
g

∇v

g

∇v′ v + 3
g

∇
2

v v′+
g

∇
3

v v +R(v′, v)v − σ
g

∇v v

+R(
g

∇v v, v)v − σv′ +
1

2
TxLx−1(grad Vq(x))

together with equation (11).

A. Example: planar rigid body on SE(2).

Consider SE(2) endowed with a left-invariant metric

representing the kinetic energy of a planar rigid body, defined

by the inner product I = Je1⊗e1+me2⊗e2+me3⊗e3. The

Levi-Civita connection ∇ induced by < ·, · > is left invariant

and it is completely determined by its restriction to the Lie

algebra se(2), denoted by
se(2)

∇ : se(2) × se(2) → se(2) and

given by

se(2)

∇ v w = −v1(w3e2 − w2e3) =




0
−v1w3

v1w2


 ,

where v = (v1, v2, v3) and w = (w1, w2, w3) are the

representative elements of se(2) in R
3 (see [6] p. 279). The

curvature tensor is zero. Equations (11) become in

θ′ = v1, x
′ = v2 cos θ − v3 sin θ, y

′ = v2 sin θ + v3 cos θ
(12)



The potential function V : SE(2) → R is given by

V (g) =
τ

(‖Adg−1e1‖2 − 1)
,

where e1 is an element of the canonical basis for se(2) and

Adg : se(2) → se(2) is the adjoint representation of SE(2)
on se(2) (see [10]). A type of Euler-Poincaré equations can

be obtained as in [10]. We will study that approach in an

ongoing work. Now, we restrict ourself to study the dynamics

on SE(2)× se(2) ≃ R
2 × S1 × R

3. Using

TxLx−1(grad V ) = −
2V 2

mτ
(0, x cos θ+y sin θ, y cos θ−x sin θ)

necessary conditions for existence of normal extremals of the

variational obstacle avoidance problem are determined by

v′′′1 = σv′1,

v′′′2 = 3v1v
′

1v2 + 3v21v
′

2 − (v31 − v′′1 )v3 + 3v′1v
′

3 + 3v1v
′′

3

+ σ(v′2 − v1v3) +
V 2

mτ
(x cos θ + y sin θ),

v′′′3 = 3v1v
′

1v3 + 3v21v
′

3 + (v31 − v′′1 )v2 − 3v′1v
′

2

− 3v1v
′′

2 + σ(v′3 + v1v2) +
V 2

mτ
(y cos θ − x sin θ),

together with equation (12).

In the absence of obstacles, the equations reduce to the

cubic polynomials in tension on SE(2) [19].

v′′′1 = σv′1,

v′′′2 = 3v1v
′

1v2 + 3v21v
′

2 − (v31 − v′′1 )v3 + 3v′1v
′

3

+ 3v1v
′′

3 + σ(v′2 + v1v3),

v′′′3 = 3v1v
′

1v3 + 3v21v
′

3 + (v31 − v′′1 )v2 − 3v′1v
′

2

− 3v1v
′′

2 + σ(v′3 + v1v2),

together with equation (12).

VI. CONCLUSIONS AND FUTURE RESEARCH

We discussed obstacle avoidance variational problems on

Riemannian manifolds and derived necessary conditions for

the existence of normal extremals in the variational problem.

Two different scenarios were studied: a general case on a

Riemannian manifold and a sub-Riemannian problem. We

also studied the variational obstacle avoidance problem on a

Lie group.

The study of higher-order interpolation problems on ar-

bitrary manifolds has attracted considerable interest and has

been carried out systematically in the last decades by several

authors. In a current work we incorporate interpolation points

into the problem and we extend the results of this work

and dynamic interpolation to variational obstacle avoidance

problems. In the last example, it is easy to verify that the

potential function V is SO(2)-invariant but not SE(2)-
invariant and so, the potential function breaks the symmetry

of the action functional (6) as in [10]. This situation is also

studied in our ongoing work.

Other interesting questions that we intend to study arrises

in the situation when the Riemannian manifold is complete,

and therefore we can connect points in the manifold by

geodesics with the exponential function determining the

geodesic distance. We will also consider extensions of dy-

namical interpolation to several obstacles into the picture of

the problem as in [14].
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