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Hybrid Attack Monitor Design to Detect Recurrent Attacks

in a Class of Cyber-Physical Systems

Sean Phillips, Alessandra Duz, Fabio Pasqualetti and Ricardo G. Sanfelice

Abstract— In this paper, we study a security problem for
attack detection in a class of cyber-physical systems consisting of
discrete computerized components interacting with continuous
agents. We consider an attacker that may inject recurring
signals on both the physical dynamics of the agents and
the discrete interactions. We model these attacks as additive
unknown inputs with appropriate input signatures and tim-
ing characteristics. Using hybrid systems modeling tools, we
design a novel hybrid attack monitor and, under reasonable
assumptions, show that it is able to detect the considered class
of recurrent attacks. Finally, we illustrate the general hybrid

attack monitor using a specific finite time convergent observer
and show its effectiveness on a simplified model of a cloud-
connected network of autonomous vehicles.

I. INTRODUCTION

Cyber-physical systems are at the core of a myriad of

smart, innovative, and human-centric applications. Naturally,

cyber-physical systems integrate discrete computerized com-

ponents, communicational interfaces, and physical systems

obeying some continuous-time dynamics. These systems

offer open and physically accessible interfaces on both their

cyber side (e.g., network interfaces and control algorithms)

and their physical side (e.g., sensors and actuators). These

interfaces can be exploited by adversaries to deny control,

disable alarms, manipulate sensors, and initiate actions to

adversely affect the outputs, or cause physical damage.

Numerous examples show that it is likely unfeasible to

secure all components from attack, and that the emphasis of

defense must be on careful design, anomaly detection and

localization, and reactive controls; see, e.g. [1], [2], [3].

Typical security methods for cyber-physical security rely

on purely cyber mechanisms, such as data protection and

authentication, or on anomaly detection techniques based on

simple representations of the physical dynamics. While these

methods have revealed important tradeoffs and limitations,

the advent of sophisticated distributed systems and networks

will necessitate new security theories for systems with com-

plex structures and dynamics. Such coordinated attacks can
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degrade the performance of the system and hinder recovery

while remaining undetected for long periods of time.

With security emerging as a major concern for cyber-

physical systems, different modeling frameworks and pro-

tection schemes have been proposed for a variety of systems

and attacks. While early works focus on static representations

[4], [5], game-theoretic [6], [7], information theoretic [8], [9],

and control-theoretic methods [10], [11] have been developed

for dynamic models and attacks. These approaches repre-

sent a step towards addressing dynamic security features,

and form the threshold for the new fundamental approach

proposed here. To the best of our knowledge, most works

study detection, identification, and resilience for systems

with linear dynamics and attacks compromising integrity or

availability of resources [12]. Yet, as systems evolve and

become more complex, security methods based on simple

dynamic models will likely be inapplicable or ineffective

in practical scenarios. New security methods will have to

be developed for systems with coupled cyber and physical

dynamics, and constraints on the utilization of resources

and timing. Despite notable developments in the theory of

hybrid systems [15], security for hybrid systems remains a

potentially transformative yet unexplored area.

The main contributions of this paper are as follows.

We consider a class of cyber-physical systems modeled by

linear continuous-time dynamics which may, at isolated time

instances, discretely update their states. We focus our study

on a class of recurrent attacks, modeled as additive inputs

into both the continuous and discrete system dynamics,

where there is sufficient allowed time between attack activity.

We propose a generic hybrid attack monitor that detects

the considered class of attacks and, when the attack has

ceased, has an estimate that converges to the state of the

cyber-physical system in finite time. Finally, we consider a

specific form of the hybrid attack monitor and exemplify

its use in a numerical example featuring a simplified model

of cloud-connected networks for the surveillance of urban

environments.

The rest of the paper is organized as follows. Section II

contains a concise review of the hybrid systems framework

employed and some preliminary definitions. Section III de-

fines the model of the cyber-physical system, the attacker, the

monitor, and the problem addressed in this paper. Section

IV contains our hybrid monitor to detect attacks and our

main results concerning the detection of such recurrent

attacks in cyber-physical systems. In Section V, we illustrate

our results numerically in an application involving cloud-

connected aerial vehicles.
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Notation: The set of real and natural numbers are denoted

as R and N, respectively. Given two vectors u, v ∈ R
n,

|u| :=
√
u⊤u and notation [u⊤ v⊤]⊤ is equivalent to (u, v).

Given a function t 7→ z(t), z(t+) = limsցt+ z(s).

II. PRELIMINARIES

A hybrid system with inputs has data H = (C, f,D,G)
and is defined by

H : z ∈ R
n







ż = f(z, u) (z, u) ∈ C
z+ ∈ G(z, u) (z, u) ∈ D
r = h(z)

(1)

where z ∈ R
n is the state, u ∈ R

m is the input, f defines the

flow map capturing the continuous dynamics, and C defines

the flow set on which f is effective. The set-valued map

G defines the jump map and models the discrete behavior,

while D defines the jump set, the set of points where

jumps are allowed. Solutions to H are given on hybrid time

domains.1 We define an open (and closed) shifted hybrid time

domain, which is defined on a standard hybrid time domain

starting from the hybrid time instant (ti, ji) and ending

at the time instant (ti, ji), with open (closed) to the left

leftmost subinterval and open (closed) to the right rightmost

subinterval. We denote such a open shifted hybrid time

domain by ((ti, ji), (ti, ji)). Similarly, we denote a closed

shifted hybrid time domain as [(ti, ji), (ti, ji)], wherein the

left leftmost subinterval and the right rightmost subinterval

are closed. Note that, if the open shifted hybrid time domain

has constant jump component, then the t component of

the shifted hybrid time domain is an open interval, i.e.,

((t1, j), (t2, j)) is equivalent to (t1, t2)×{j}.2 A solution is

a function defined on dom(φ, u) (= domφ = domu) that

satisfies the dynamics of H with the property that, for each

j ∈ N, t 7→ φ(t, j) is absolutely continuous and t 7→ u(t, j)
is Lebesgue measurable and locally essentially bounded on

{t : (t, j) ∈ dom(φ, u)}.

In the next definition, we introduce the notion of δ-time

detectable hybrid inputs, which will be utilized to define

the class of recurring attacks that attackers can use; see

Section III.

Definition 2.1 (δ-time detectable hybrid input):

Given a positive constant δ, a hybrid input (t, j) 7→
(uc(t, j), ud(t, j)) such that

• the set

Γc := {(t, j) ∈ dom(uc, ud) : uc(t, j) 6= 0} (2)

1A solution pair (φ, u) to H is called maximal if there does not exist
a pair (φ′, u′) such that dom(φ, u) is a proper subset of dom(φ′, u′).
The pair (φ, u) is called complete if its domain dom(φ, u) is unbounded.
A solution is Zeno if it is complete and its domain is bounded in the t
direction. Hybrid time domains are denoted by dom(φ, u), and are subsets
of R≥0×N with the following structure: for each (T, J) ∈ domφ, the set

domφ
⋂
([0, T ]×{0, 1, . . . , J}) can be written as E =

⋃J
j=0

(Ij ×{j}),
where Ij := [tj , tj+1] for a time sequence 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤
tJ+1.

2Note that a shifted hybrid time domain may be open on the right
rightmost subinterval and closed on the left leftmost subinterval, or vice
versa; for example, ((ta,i, ja,i), (tb,i, jb,i)] or [(ta,i, ja,i), (tb,i, jb,i)),
respectively.
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(a) A hybrid arc for an input u. The
transparent red surfaces indicate the
points in hybrid time when the in-
put is nonzero.
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(b) The domain of the input u. The
black line shows the domain of a
hybrid arc. The red lines indicate
the shifted hybrid time domains
when u 6= 0.

Fig. 1. A δ-time detectable hybrid input u ∈ {0, u⋆}, where u⋆ is some
fixed positive value. Note that when the input becomes zero, then it remains
zero for at least a δ amount of time.

is given by a collection of (maximally defined) shifted

hybrid time domains Ii = [(tci , j
c
i
), (t

c
i , j

c
i )) for i ∈

{1, 2, . . . , Nc}, Nc ∈ N ∪∞.

• the set

Γd := {(t, j) ∈ dom(uc, ud) :

ud(t, j) 6= 0, (t, j + 1) ∈ dom(uc, ud)}
is given by the collection of hybrid time instances

{(tdi , jdi )}Nd

i=1, Nd ∈ N ∪∞;

is said to be δ-time detectable if, for each (t∗, j∗) ∈
Γc ∪ Γd =: Γ , there exist hybrid times (t′1, j

′
1), (t

′
2, j

′
2) ∈

dom(uc, ud) such that t′2 + j′2 ≥ t′1 + j′1 + δ satisfying the

following properties:

1) the shifted hybrid time domain [(t′1, j
′
1), (t

′
2, j

′
2)) ⊂

dom(uc, ud) is nonempty and has null intersection

with Γ;

2) if (t∗, j∗) ∈ Γc

t′1 + j′1 ≥ t
c
i∗−1 + j

c
i∗−1 if i∗ > 1

t′2 + j′2 ≤ tci∗ + jc
i∗

where i∗ is such that (t∗, j∗) ∈ Ii∗ ;

3) if (t∗, j∗) ∈ Γd \ Γc, then t′1 + j′1 ≥ tdi∗ + jdi∗ or

t′2+j′2 ≤ tdi∗ +jdi∗ where i∗ is such that (tdi∗ , j
d
i∗) ∈ Γc.

The definition of a δ-time detectable hybrid input insures that

the input remains zero for at least δ amount of hybrid time

as soon as it becomes zero. The sets Γc and Γd collect the

sets of hybrid time instances at which uc and ud are nonzero,

respectively. The set Γc results in a set of intervals of hybrid

time (aptly referred to as shifted hybrid time) upon which

the input is nonzero. Due to item 2), a δ-time detectable

hybrid input uc(t, j) cannot be zero at hybrid time (t, j) =
(0, 0). Due to the discrete properties of the jumps, the set

Γd contains only isolated points of the hybrid time domain

of the input. Note that it is not necessary for the input to

be continuous or even differentiable, but it is required that

if either uc or ud become zero at some (t′1, j
′
1) then there

exists another hybrid time (t′2, j
′
2) in the domain of u such

that: t′2 + j′2 ≥ δ + t′1 + j′1, and for all (t, j) such that

t′2 + j′2 ≥ t+ j ≥ δ+ t′1 + j′1, the input satisfies u(t, j) = 0;

see Figure 1 for an example of a δ-time detectable hybrid

input with constant magnitude when the input is nonzero.



III. PROBLEM MOTIVATION AND FORMULATION

A. Model of Cyber-physical System

In this paper, we consider the case of a cyber-physical

system which has continuous dynamics and updates its state

discretely at some unknown times given by the sequence of

times {ts}∞s=1 such that, after the first event, the length of the

interval of time between each subsequent event is bounded

below by a constant, i.e., for some T > 0, the sequence of

times {ts}∞s=1 is such that

ts+1 − ts ≥ T (3)

for each s ∈ Z≥1. When t /∈ {ts}∞s=1 the cyber-physical

system operates under the continuous-time dynamics given

by

ẋ(t) = Acx(t), y(t) = Hcx(t) (4)

where x ∈ R
n is the state, y ∈ R

p is the output, Ac ∈ R
n×n

is the physical system matrix, and Hc ∈ R
n×p is the output

matrix during flows. When t ∈ {ts}∞s=1, an event occurs and

the states of the agents are subjected to an impulsive change

according to

x(t+) = Adx(t), y(t) = Hdx(t) (5)

where x(t+) indicates an impulsive change in x at time

t and generates the output y, Ad ∈ R
n×n and Hd ∈

R
n×p are the cyber system and output matrices, respectively.

This framework can be used to model many cyber-physical

systems, such as those in [5], [13].

B. Model of Attackers

We are interested in the detection of attacks on the cyber-

physical system in (4)-(5). In general, such attackers may

have limited or partial information about the system and its

dynamics. However, in this article, we consider a worst case

attacker acting under the following assumptions.

Assumption 3.1: The attacker has full knowledge of the

system matrices Ac and Ad, the output matrices Hc and Hd,

and the communication event times {ts}∞s=1, which satisfy

(3). The attacker is only allowed to generate a hybrid signal

(t, j) 7→ (uc(t, j), ud(t, j)) that is a δ-time detectable input.

Remark 3.2: The attack model adopted in this work is

in line with the model of Byzantine [14] attacks, where

the attacker is assumed to have complete knowledge of

the system and infinite computational power to design its

strategy. However, the attack model considered in this paper

differs from most works on cyber-physical security, as we

allow for attacks to occur as we allow for recurrent attacks

that remain active over disjoint time intervals.

The signal (t, j) 7→ (uc(t, j), ud(t, j)) generated by the

attacker may affect both the continuous and discrete evolu-

tion of the state of (4)-(5). This is modeled by injecting Bcuc

to the continuous dynamics in (4) and Bdud to the discrete

dynamics in (5). The system in (4)-(5) with the addition of

the attacker becomes

ẋ = Acx+Bcuc

y = Hcx

}

when t /∈ {ts}∞s=1,

x+ = Adx+Bdud

y = Hdx

}

when t ∈ {ts}∞s=1.

(6)

C. Model of the Hybrid Attack Monitor

To detect attacks on the system in (6), we utilize a monitor

with hybrid dynamics and local state ζ = (x̂, χ) ∈ R
n×R

m,

where x̂ is the state estimate of the cyber-physical system

from the measured output y in (6), and χ contains auxiliary

states necessary for the detection of the attacks. The monitor

takes the output information and the knowledge of the

discrete events, and generates a residual signal r to indicate

when an attack has occurred. We say that when the residual

is identically zero, then no attack is occurring; when its value

is non-zero and an attack is initiated, then such an attack has

been detected. We will exploit this property of the residual

to report when attacks occur on the cyber-physical system.

The state of the monitor is allowed to continuously evolve

according to ζ̇ = fm(ζ, y) whenever the state ζ belongs

to the set Cm. Due to the hybrid nature of the monitor, it

may be designed to have a self-induced jump, or to jump

when a discrete event occurs in the cyber-physical system.

Specifically, ζ is allowed to jump impulsively according to

the difference inclusion ζ+ ∈ g1m(ζ, y) ∪ g2m(ζ, y), where

g1m : Rn+m × R
p → R

n+m and g2m : Rn+m × R
p → R

n+m

are to be designed. Namely, g1m is active when events of (6)

occur (namely, when t ∈ {ts}∞s=1), and g2m is active when

the internal events when the monitor occur. The closed-loop

model resulting from connecting the hybrid monitor with the

cyber-physical system is presented in Section IV-A.

D. Formulation of the Attack Detection Problem

Our objective is to design a class of hybrid monitors, as

outlined in Section III-C to detect the class of attacks in

Assumption 3.1. The following statement summarizes our

problem.

Problem 1: Let Ac, Bc, Hc, Ad, Bd, Hd, T > 0, and

attacks satisfying Assumption 3.1 be given; namely, for any

δ-time detectable hybrid input (t, j) 7→ (uc(t, j), ud(t, j))
satisfying Definition 2.1, where Γc = ∪Nc

i=1Ii, Nc ∈ N ∪
∞ with shifted hybrid time domains are given by Ii :=
[(tci , j

c
i
), (t

c
i , j

c
i )) for each i ∈ {1, 2, . . . , Nc}, and Γd :=

{(tdi , jdi )}Nd

i=1, Nd ∈ N∪∞, satisfy min{tc1+jc
1
, td1+jd1} > δ.

The problem is to design the data of the hybrid attack

monitor (Cm, fm, Dm, g1m ∪ g2m) such that, for any initial

condition of the cyber-physical system in (6) and of the

estimate of the state x̂, the hybrid attack monitor detects

every unique attack, namely, it determines the set of points

{(tci , jci )}
Nc

i=1 (7)

and

{(tdi , jdi )}Nd

i=1,i/∈J
. (8)

where J ⊂ {1, 2, . . . , Nd} such that Γc ∩ Γd =
{(tdi , jdi )}i∈J .



IV. CLOSED-LOOP HYBRID MODEL FOR ATTACK

DETECTION AND MAIN RESULTS

A. Hybrid Modeling

The three subsystems introduced in Section III, namely,

the attacker, the cyber-physical system, and the monitor

lead to a closed-loop hybrid system. Note that the monitor

and the cyber-physical system have both continuous and

discrete dynamics. We utilize the hybrid systems framework

in [15], which is summarized in Section II, to model their

interconnection. The resulting hybrid system, denoted as H,

has state z = (x, τp, ζ) ∈ R
n × R≥0 × R

n+m =: X , where

x is the state of the cyber-physical system in (6), τp is a

decreasing timer which triggers events by reaching zero and

reseting to a value in the interval [T,∞), and ζ is the state of

the monitor, which contains the estimate x̂ and the internal

state χ. The dynamics of H are

ż = f(z) :=





Acx+Bcuc

−1
fm(ζ,Hcx)





z ∈ C := {z ∈ X : ζ ∈ Cm},
z+ ∈ G(z) := {Gi(z) : z ∈ Di, i ∈ {1, 2}}

z ∈ D := D1 ∪D2

(9)

where, for each i ∈ {1, 2}, the map Gi and the set Di are

given by

G1(z) =





Adx+Bdud

[T,∞)
g1m(ζ,Hdx)



 , G2(z) =





x
τp

g2m(ζ,Hcx)



 ,

D1 = {z ∈ X : τp = 0}, D2 = {z ∈ X : ζ ∈ Dm}.
The map G1 captures the jumps in the monitor and G2

captures the jumps in the cyber-physical system. Moreover,

note that when z ∈ D1 ∩D2, the jump map G is set valued

and leads to nonunique solutions.

To detect attacks, the output of the hybrid system H
utilizes the residual signal between its estimated state and

the output of the cyber-physical system. Namely, given a

hybrid signal (t, j) 7→ z(t, j), we have that

r(z(t, j)) =

{

Hdx(t, j)−Hdx̂(t, j) if (t, j) ∈ K,
Hcx(t, j) −Hcx̂(t, j) otherwise

(10)

where K, which can be defined for any given solution, is the

set of hybrid times where (6) jumps.

To detect attacks under Assumption 3.1, we propose the

following hybrid monitor with estimates that converge in

finite time when no attack is occurring.

Assumption 4.1: Given Ac, Bc, Ad, Bd, Hc, Hd, T > 0,

and δ > 0, there exist fm, g1m, g2m, Cm, and Dm that satisfy

the following:

B1) For some γ ∈ (0, δ), every solution pair (φ, u) ∈ SH,

φ = (φx, φτ , φζ), and each (t, j) ∈ dom(φ, u) such

that u(t′, j′) = 0 for all (t′, j′) ∈ dom(φ, u) from t+
j ≤ t′+j′ ≤ t+j+γ, we have that there exists (t̃, j̃) ∈
dom(φ, u) satisfying t + j ≤ t̃ + j̃ ≤ t + j + γ and

φx(t
∗, j∗) = φx̂(t

∗, j∗) for each (t∗, j∗) ∈ dom(φ, u)
such that t̃+ j̃ ≤ t∗ + j∗ ≤ t+ j + γ.

B2) For every solution pair (φ, u) ∈ SH, if there exists

(t, j) ∈ dom(φ, u) such that |u(t, j)| > 0, then

|r(φ(t, j))| > ε for some ε > 0.

B3) If u ≡ 0, the set {z ∈ X : x = x̂} is forward

invariant for H. Namely, for every (φ, u) ∈ SH such

that u(t, j) = 0 for all (t, j) ∈ dom(φ, u) and

φx(0, 0) = φx̂(0, 0) then φx(t, j) = φx̂(t, j) for all

(t, j) ∈ dom(φ, u).

Assumption B1) requires that, if u(t, j) = 0 for windows

of hybrid time of length γ, then the estimate generated

by the hybrid monitor will converge to the state in finite

time within that window. Sufficient conditions for finite

time convergence for hybrid systems can be found in [16],

including sufficient conditions given in terms of Lyapunov

functions. Assumption B2) guarantees that when an attack

is occurring the residual is larger than a positive constant ε
for each solution to H. Assumption B3) requires that when

there is no attack and the estimate generated by the monitor

is identically equal to the state, then it remains equal for all

hybrid time.

B. Main Results

The following result establishes that, when Assump-

tion 4.1 holds, then Problem 1 is solved.

Theorem 4.2: Given T > 0, δ > 0 and the hybrid system

H as in (9) with attacks satisfying Assumption 3.1, if the

hybrid attack monitor satisfies Assumption 4.1, then the

monitor solves Problem 1.

Remark 4.3: In the literature, a typical assumption for

attack detection is the requirement that the initial conditions

are known to the monitor, e.g., see [17]. If we consider that

same assumption in our setting, we can relax the need for

the initial attacks to occur after a δ amount of time.

Recall that the times at which u is nonzero are given by (7)

and (12). We have the following result.

Corollary 4.4: Given T > 0, the hybrid system H as

in (9) from {z = (x, τp, ζ) ∈ X : x = x̂, ζ = (x̂, χ)}
with attacks satisfying Assumption 3.1, the sets Γc and Γd

satisfying min{tc1 + jc
1
, td1 + jd1} > 0, then the the hybrid

attack monitor satisfying Assumption 4.1 can determine the

set of points

{(tci , jci )}
Nc

i=1
(11)

and

{(tdi , jdi )}Nd

i=1,i/∈J
(12)

where J ⊂ {1, 2, . . . , Nd} such that Γc ∩ Γd =
{(tdi , jdi )}i∈J .

Remark 4.5: In light of Assumption 4.1 and the fact that

there is no attack occurring when the residual is zero, we

can construct an estimate of the duration of an attack. More

specifically, given φ, u ∈ SH, we can generate the set of

estimated attack times, given by Γr := {(t, j) ∈ domφ :
r(t, j) 6= 0}, which consists of shifted hybrid times domains

such that Γ ⊂ Γr.



C. A Particular Construction of the Hybrid Attack Monitor

In [18] and [19], a finite-time convergent observer is

proposed to estimate the state of systems with continuous-

time dynamics given by ẋ = Acx with output y = Hcx.
Therein, the authors consider an observer of the following

form:

x̂i(t) = Acx̂i(t)− Li(Hcx̂i(t)− y(t)) ∀t 6= kγ, k ∈ N,

x̂i(t
+) = K̃1,i(k)x̂1 − K̃2,i(k)x̂2 ∀t = kγ, k ∈ N,

for each i ∈ {1, 2}; x̂1, x̂2 ∈ R
n; d > 0; F1 = Ac −

L1Hc, F2 = Ac − L2Hc, and L1, L2 ∈ R
n×p; K̃2,i(1) =

(I − exp(F2γ) exp(−F1γ))
−1; and K̃1,i(1) = I − K̃2,i(1);

K̃1,1(k) = I , K̃2,1(k) = 0 for each k ∈ N \ {1}; K̃1,2(k) =
0, K̃2,2(k) = I for each k ∈ N\{1}; see [18], [19] for more

details. Let the estimation error be given by ei = x̂i−x. The

parameter γ > 0 defines the time when e+i (γ) = 0 for each

i ∈ {1, 2}. Based on [18], finite time convergence occurs

(at t = γ) when x̂1(0) = x̂2(0) if K̃1,i(1), K̃2,i(1) are well

defined, which is guaranteed when L1, L2, and γ are chosen

to satisfy the following conditions:

Assumption 4.6: Given T > 0 and δ > 0, the parameters

L1, L2 ∈ R
n×p and γ ∈ (0,min{T, δ}) satisfy

C1) Fi = Ac − LiHc is Hurwitz for each i ∈ {1, 2};

C2) I − exp(F2γ) exp(−F1γ) is invertible.

We adapt this observer scheme into the hybrid attack mon-

itor with data (Cm, fm, Dm, g1m ∪ g2m) defined in the closed

loop system H in (9) with internal states ζ = (x̂, η, τm),
where x̂ is the estimated state, η is an auxiliary state, and

τm is a timer that triggers the jumps of the hybrid monitor.

The set Cm := {ζ ∈ Xm : τm ∈ [0, γ]} and the map fm is

given by

fm(ζ, yc) =

[

F1x̂+ L1yc
F2η + L2yc

1

]

. (13)

The jump map of the monitor due to resets of the timer τm,

(i.e., when τm = γ) is

g2m(ζ) =





K1x̂+K2η
K1x̂+K2η

0



 (14)

and due to a reset of the cyber-physical system is

g1m(ζ, yd) =





Adx̂− E(Hdx̂− yd)
Adx̂− E(Hdx̂− yd)

0



 . (15)

Note that g1m resets both x̂ and η to the same point and

reinitializes the timer state to zero when the timer of the

cyber-physical system τp expires. For the hybrid attack

monitor defined in (13) – (15), it can be shown that, when

u ≡ 0, the residual of the monitor in (10) converges to zero

in a tunable amount of time γ.

V. DETECTING ATTACKS IN CLOUD-CONNECTED

COOPERATIVE NETWORKS

In this section, we numerically illustrate our results using

a model of a multi-agent system over a network to survey

an urban environment. To coordinate the agents, we assume

that nearby agents can establish ad-hoc communication links,

and a subset of agents in the network can connect to

the cloud and interact over a longer distance. It has been

shown that cloud-based cooperation in autonomous networks

not only improves the agents’ communication range, but it

also increases their computational capabilities and contextual

awareness; see, e.g, [20], [21]. Let the agent state be given by

x = (xc, xd) where xc contains the physical positions of the

agents, while xd represent the virtual information extracted

from the cloud to guide the agents. When the physical and

cloud cooperation algorithms are linear, the nominal network

dynamics read as
[

ẋc

ẋd

]

=

[

Acc Acd

0 0

] [

xc

xd

]

(16)

for all times t 6∈ {ts}∞s=1, and
[

x+
c

x+

d

]

=

[

I 0
Adc Add

] [

xc

xd

]

, (17)

for all times t ∈ {ts}∞s=1 satisfying (3).

Consider the network with five agents where the state

vector x = (xc, xd), where xc = (x1, x2, x3, x4, x5) contains

the positions of each agent, and xd = (ϑ1, ϑ2, ϑ3) contains

three variables representing virtual limits (white circles in the

figure), which are updated sporadically by the cloud with

a lower bound T = 0.3. In this example, the agents are

split into two groups (x1, x2, x3) and (x4, x5), where the

agents in each group are coupled together and continuously

communicate their positions to their neighbor. The agents

must rely on the cloud for instructions on how to orient

themselves in space, namely, the cloud provides the values

of the states ϑi, where ϑi indicates the boundaries on a line

that the agents are to cover. More specifically, ϑ1 is the lower

boundary, ϑ3 is the upper boundary and ϑ3 is the boundary

separating the two groups. The goal of the agents is to cover

a line based on the values of ϑi. Therefore, we define the

system matrices in (16) and (17) as follows:

Acc =













2 −1 0 0 0
−1 2 −1 0 0
0 −1 2 0 0
0 0 0 2 −1
0 0 0 −1 2













, Acd =













−1 0 0
0 0 0
0 −1 0
0 −1 0
0 0 −1













Adc =





0 0 0 0 0
1

6

1

6

1

6

1

6

1

6

0 0 0 0 0



 , Add =





1 0 0
1

6

2

6

1

6

0 0 1



 .

In this example, we consider two types of attacks; namely,

a malware attack (where a malicious agent injects an au-

thorized service to the cloud to control the information

received by the cloud users) on the second virtual state

ϑ2, and a man in the middle attack (where the malicious

entity interpose itself between cloud and users, and arbitrarily

compromises data exchanged in both directions) against the

first agent x1, represented by ud and uc, respectively. More

information on specific forms of attacks can be found in

[22], [23]. This attack structure leads us to define the input

matrices in (9) as Bc = e1 and Bd = e7, where ei is

the i-th canonical vector. For this example, we consider the

case when uc(t, j) = 3 for all (t, j) ∈ domu such that

t ∈ [1, 1.5] and uc is zero otherwise. Moreover, ud(t, j) = 5
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Fig. 2. Numerical solution of the cloud-cooperation model. The upper plot
has both the positions of the agents and the estimates (dashed line of the
same color). The bottom plot shows the residual and the attacks. Note that,
after the attacks have ceased, the residual decreases to zero in finite-time.

for each (t, j), (t, j + 1) ∈ domu such that t ∈ [2.5, 3.5]
and τp(t, j) = 0 and u(t, j) = 0 elsewhere. Namely, on this

interval of flow time, ud is nonzero when communication

between the agents and the cloud occurs. With these attacks

above, the δ-time detectable hybrid input has δ = 1. Then, let

γ = 0.13, the matrices L1 and L2 satisfying Assumption 4.6

given by

L1 =

























1.1 0 0 1 0 0 0 0
0 0.7 0 1 0 1 1 0
0 0 3.3 0 0 0 0 1
0 0 0 14 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 1 −5.5 0 0
0 0 0 0 0 0 3 1
0 0 0 0 0 0 1 2.7

























L2 =

























4.2 0 0 1 0 0 0 0
0 1.3 0 1 0 1 1 0
0 0 6.2 0 0 0 0 1
0 0 0 6 1 0 0 0
0 0 0 1 5.3 1 0 0
0 0 0 0 1 −8.3 0 0
0 0 0 0 0 0 11 1
0 0 0 0 0 0 1 3.7

























.

Figure 2 shows a numerical solution from xc(0, 0) =
(15, 19, 13, 0, 16), xd(0, 0) = (1, 10, 20), x̂(0, 0) =
(15.2, 19.4, 16.3, 2.8, 17.3, 3.8, 10.1, 21.1), where x̂(0, 0) =
η(0, 0), necessarily3. In this figure, it can be seen that the

residual is pushed away from zero whenever an attack occurs.

This indicates that the hybrid attack monitor designed in

Section IV-C is capable of detecting such recurring attacks.

VI. CONCLUSION

In this work, we studied a security problem for a class of

cyber-physical systems with linear continuous and discrete

dynamics. We considered an attacker that injects potentially

recurring signals into the dynamics of the cyber-physical

3Code at github.com/HybridSystemsLab/CPSRecurrentAttackMonitor

system. Using hybrid system modeling tools, we designed

a general hybrid attack monitor and, under reasonable as-

sumptions, showed that is able to detect the initial time

of the recurring attacks. We illustrated the hybrid attack

monitor using a specific finite-time convergent observer

model and validated our results in a cloud-connected network

of autonomous vehicles scenario.
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[6] S. Bhattacharya and T. Başar. Differential game-theoretic approach to
a spatial jamming problem. In Advances in Dynamic Games, pages
245–268. Springer, 2013.

[7] S. Maharjan, Q. Zhu, Y. Zhang, S. Gjessing, and T. Başar. Dependable
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