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Abstract— Here, we study radial solutions for first- and
second-order stationary Mean-Field Games (MFG) with con-
gestion on Rd. MFGs with congestion model problems where
the agents’ motion is hampered in high-density regions. The
radial case, which is one of the simplest non one-dimensional
MFG, is relatively tractable. As we observe in this paper,
the Fokker-Planck equation is integrable with respect to one
of the unknowns. Consequently, we obtain a single equation
substituting this solution into the Hamilton-Jacobi equation.
For the first-order case, we derive explicit formulas; for the
elliptic case, we study a variational formulation of the resulting
equation. In both cases, we use our approach to compute
numerical approximations to the solutions of the corresponding
MFG systems.

I. INTRODUCTION

Mean-field games are models for large populations of
competing rational agents that were introduced in [HMC06]
and [HCM07] and, independently, around the same time
in [LL06a], [LL06b], and [LL07]. Usually, these games
are determined by a system of a Hamilton-Jacobi equation
coupled with a Fokker-Planck equation. Partial differential
equations (PDE), and in particular systems, seldom admit
explicit solutions. Thus, PDE theory focuses on matters such
as the uniqueness, existence, and regularity of solutions, see,
for example, [GPV16]. For MFGs, few explicit solutions
are known in spite of their interest in understanding the
qualitative properties of the models and for the validation
of numerical methods. A discussion on explicit solutions (as
well as appropriate references) can be found in [GPV16].
Some recent results for one-dimensional problems are pre-
sented in [GNP16a], [GNP16b] and [Nur17].

Here, we consider MFG models for which the Fokker-
Planck equation is integrable with respect to one of the
unknowns. This integrability reduces the system to a single
equation that often can be solved explicitly. More precisely,
we study the following models.

Problem 1 (First order with congestion). Assume that
0 6 α < 2. Moreover, let V ∈ C∞(Ω) and g ∈ C∞(R+)
be given potential and coupling, respectively. Then, find
(u,m,H) ∈ C∞(Ω)× C∞(Ω)× R such that

|Du|2
2mα + V (x) = g(m) +H in Ω

− div(m1−αDu) = 0 in Ω

m > 0,
∫
Ω

m(x)dx = 1.
(I.1)

Problem 2 (Second order with congestion). Assume that
0 6 α < 2. Moreover, let V ∈ C∞(Ω) and g ∈ C∞(R+)
be given potential and coupling, respectively. Then, find

(u,m,H) ∈ C∞(Ω)× C∞(Ω)× R such that
−∆u+ |Du|2

2mα + V (x) = g(m) +H in Ω

−∆m− div(m1−αDu) = 0 in Ω

m > 0,
∫
Ω

m(x)dx = 1.
(I.2)

In Problems (1) and (2), we consider Ω = Rd or Ω =
Rd \ {0} for d > 2. The properties of solutions of previous
problems strongly depend on the choice of Ω.

MFGs with congestion arise when agents face increasing
costs in moving with an increasing density. For example,
the Hamilton-Jacobi equation in (I.1) corresponds to the
following control problem:

u(x) = inf
[ ∫ T

0

(mα(x(t))|ẋ(t)|2

2

− V (x(t)) + g(m(x(t))) +H
)
dt

+ u(x(T ))
]
,

where the infimum is taken over all Lipschitz trajectories, x
with x(0) = x. The preceding variational principle is a fixed-
point problem for u because we are looking for a stationary
solution rather than a time-dependent.

The congestion problem was introduced in [Lio11]. The
existence for stationary MFGs with congestion, positive
viscosity, and a quadratic Hamiltonian was solved in [GM15]
and, subsequently, this problem was examined in more gen-
erality in [EG16]. The time-dependent case was considered
in [GV15] (classical solutions) and [Gra15] (weak solutions).
Later, [AP16] examined weak solutions for time-dependent
problems. Apart from the results in [FG] using monotonicity
techniques and the one-dimensional examples in [GNP16b]
and [Nur17], little is known for first-order MFGs with
congestion.

Radial MFGs arise when there is rotational symmetry with
respect to a central point, here the origin. For monotone
MFGs, where there is uniqueness of solution, the unique
stationary solution is radial. Moreover, we expect stationary
solutions to encode the long-time behavior of MFGs. More
precisely, the time-dependent problem associated with Prob-
lem 1 is

−ut + |Du|2
2mα + V (x) = g(m) +H in Ω

mt − div(m1−αDu) = 0 in Ω

m > 0,
∫
Ω

m(x, t)dx = 1.
(I.3)

The previous system is supplemented with initial-terminal
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conditions {
u(x, T ) = µ(x)

m(x,−T ) = η(x).
(I.4)

Then, we expect that the effect upon the solution at time
zero, (u(x, 0),m(x, 0)), from the initial distribution, η, and
from the terminal cost, µ, fades as T → ∞. Thus, we
expect (u(x, 0),m(x, 0)) to converge to a stationary solution.
Some results in this direction can be found in the finite-state
case in [GMS13] and in the continuous case in [CLLP12]
and [CLLP13]. For the convergence to hold, the MFG must
satisfy monotonicity conditions and a counterexample to
convergence can be found in [GS17].

We analyze Problems 1 and 2 for a radially symmetric
potential, V . In particular, we find explicit solutions for
Problem 1 and reduce Problem 2 to an ODE that is the Euler-
Lagrange equation of a convex functional when α = 0.

Usually, we regard the Hamilton-Jacobi equation as an
equation for the value function, u, and the Fokker-Planck
equation as an equation for the density, m. Unfortunately, the
Hamilton-Jacobi equation is notoriously hard to solve for the
value function and, similarly, the Fokker-Planck equation, as
an equation for m, also looks somewhat hopeless. Our key
observation is that, instead, we can regard the Fokker-Planck
equation as an equation for the value function, u. A common
feature in our analysis of Problems 1, 2 is that the Fokker-
Planck equations in (I.1) and (I.2) are integrable with respect
to u. Moreover, these equations have fairly explicit solutions.
Thus, using their solutions in the corresponding Hamilton-
Jacobi equation, we transform the MFG in a scalar problem
for the density, m. This approach is inspired by [GNP16a],
[GNP16b], [Nur17].

II. RADIAL SOLUTIONS FOR FIRST-ORDER MEAN-FIELD
GAMES

Here, we find explicit solutions for Problem 1, when V is
radially symmetric. For x ∈ Rd, let r = |x| = (x2

1 + x2
2 +

. . . + x2
d)

1/2 and assume that V (x) = V (r), x ∈ B1. For
simplicity, we assume that

g(m) = mβ

for some β > 0. This previous assumption is not critical,
and a similar analysis can be performed for other choices
of g. The game-theoretical interpretation of MFGs suggests
that any solution of Problem 1, (u,m), should be radially
symmetric. Hence, we assume that{

u(x) = u(r), x ∈ B1

m(x) = m(r), x ∈ B1.
(II.1)

Consequently, (I.1) takes the form



u′(r)2

2m(r)α + V (r) = m(r)β +H, for r ∈ Ω∗

(1− α)m′(r)u′(r) +m(r)(u′′(r)

+d−1
r u′(r)) = 0, for r ∈ Ω∗

m(r) > 0, for r ∈ Ω∗,
∞∫
0

rd−1m(r)dr = 1
|∂B1| ,

(II.2)

where

Ω∗ =

{
[0,∞), if Ω = Rd

(0,∞), if Ω = Rd \ {0}.
(II.3)

Proposition II.1. Suppose that Ω = Rd or Ω = Rd \ {0}.
Furthermore, assume that (u,m,H) ∈ C∞(Ω)×C∞(Ω)×R
is a radially symmetric solution for (I.1); that is, (II.1) holds.
Then, there exists a constant j ∈ R such that

j = u′(r)m(r)1−αrd−1 for all r ∈ Ω∗. (II.4)

Remark II.2. The right-hand side of (II.4) is the current of
the population across the sphere of radius r. Therefore, the
previous proposition asserts that the current is constant for
all radii r. This property of smooth solutions is also valid
in one-dimensional MFG models, see [GNP16a], [GNP16b],
[Nur17].

Proof of Proposition II.1. It suffices to note that(
m(r)1−αrd−1u′(r)

)′
= m−αrd−1[(1− α)m′(r)u′(r)

+m(r)(u′′(r) +
d− 1

r
u′(r))] = 0.

As a corollary of Proposition II.1, we characterize smooth
solutions for (1) in Ω = Rd.

Proposition II.3. Suppose that Ω = Rd. Furthermore,
assume that (u,m,H) ∈ C∞(Ω)×C∞(Ω)×R is a radially
symmetric solution for (II.2). Then, necessarily,

u = const, m(r) =
(
V (r)−H

) 1
β , (II.5)

where H is such that
∞∫

0

rd−1
(
V (r)−H

) 1
β dr =

1

|∂B1|
. (II.6)

Consequently, if for a given V there does not exist H so that
(II.6) holds, there are no smooth solutions for (II.2).

Proof. By Proposition II.1, we have that u and m satisfy
(II.4). Furthermore, u is radially symmetric and smooth so
u′(0) = 0. Thus, j = 0 in (II.4). Consequently, u′(r) = 0
for all r and we obtain (II.5).

Example II.4. Suppose d = 2, β = 1 and V (r) = e−
r2

2 .
We claim that in this case, (1) does not admit smooth, radially



symmetric solutions in Ω = Rd. Indeed, by the previous
proposition, m must have the form (II.5). Furthermore, the
only number H for which the integral in (II.6) converges is
H = 0. On the other hand, we have

∞∫
0

re−
r2

2 dr = 1 6= 1

2π
=

1

|∂B1|
.

Therefore, there are no smooth solutions in this case.

The previous example and Proposition II.3 assert that the
class of smooth, radially symmetric solutions for (I.1) is
restricted to the solutions of the form (II.5). This restriction
is not surprising taking into account game-theoretical inter-
pretation of MFGs. Indeed, agents seek to maximize V (to be
at a better location) at the lowest possible cost (modeled by
the Lagrangian). Therefore, if the spatial preference depends
only on the distance from a given center (origin here) agents
choose to move only in the radial direction to avoid extra cost
of moving in lateral directions. Moreover, the value function,
u, is differentiable at x ∈ Ω if at location x there is a unique
optimal strategy. Therefore, if Ω = Rd then u is smooth at
0 if and only if the optimal strategy for agents at the origin
is to stand still. Furthermore, the Fokker-Planck equation
in (I.1) states that the total mass of the agents in a given
area does change as a result of the actions of the agents.
Hence, the current of agents in two concentric spheres with
two different radii is the same - otherwise, there will be
an accumulation or leakage of agents in the spherical strip
between these two spheres. Thus, if the current is 0 at the
origin, it is 0 everywhere. Hence, the only possibility for
smooth radial solutions in Rd (or a ball centered at 0) is
when u is constant; that is, agents do not move.

As we describe below, the class of smooth solutions for
Ω = Rd \ {0} is much richer. The reason is that the current
which is still constant in this case does not have to be 0.
One may think of this as agents coming from the origin and
spreading to ∞ or vice versa.

Radially symmetric MFGs are relevant in large-population
models where the spatial preferences of agents depend only
on the distance from a given location. For instance, in an
evenly developed city, the desirability of a house frequently
depends on its distance from the downtown or city center. It
is particularly interesting whether stationary solutions found
here are stable in a sense given earlier.

Next, we study radially symmetric solutions for (1) in Ω =
Rd \ {0}. For that, let

Fj(t) =
j2

2
t
α−2
β − t, t > 0. (II.7)

Note that Fj is a decreasing function with Fj(R+) = R.

Proposition II.5. Suppose that Ω = Rd \ {0} and that V
is such that

lim
r→0

V (r)r
2β(d−1)
2+β−α = lim

r→∞
V (r)r

2β(d−1)
2+β−α = 0. (II.8)

Also, assume that

2

d
< α < min{2, 2

d
+ β}. (II.9)

Furthermore, let (u,m,H) ∈ C∞(Ω) × C∞(Ω) × R be a
radially symmetric solution for (II.2). Then, either (u,m,H)
are given by (II.5) and (II.6) or

m(r) = r−
2(d−1)
2+β−α

[
F−1
j

(
(H − V (r))r

2β(d−1)
2+β−α

)] 1
β

,

u(r) = j

r∫
1

m(s)1−αs1−dds+ c, r > 0
(II.10)

where j 6= 0 and c are arbitrary constants, and H , which is
unique for a given j, is such that

∞∫
0

r
(d−1)(β−α)

2+β−α

[
F−1
j

(
(H − V (r))r

2β(d−1)
2+β−α

)] 1
β

dr

=
1

|∂B1|
.

(II.11)

Proof. By Proposition II.1, we have that u and m satisfy
(II.4). If j = 0, we obtain (II.5) and (II.6). Suppose j 6= 0.
From (II.4) we get

u′(r) = j
m(r)α−1

rd−1
,

Substituting the expression of u′ in the first equation of
(II.2), we obtain

j2

2
r2(1−d)m(r)α−2 −m(r)β = H − V (r). (II.12)

Let

σ =
2β(d− 1)

2 + β − α
. (II.13)

Then, multiplying (II.12) by rσ , we get

Fj
(
rσm(r)β

)
= (H − V (r))rσ.

Thus, we obtain (II.10).
Now, we show that there exists a unique H such that

(II.11) holds. For H ∈ R, let

φ(H) =
∞∫

0

r
(d−1)(β−α)

2+β−α

[
F−1
j

(
(H − V (r))r

2β(d−1)
2+β−α

)] 1
β

dr.
(II.14)

It is straightforward to check that if (II.8) and (II.9) hold,
then φ(H) < ∞ if and only if H > 0. Moreover, since
Fj is decreasing, F−1

j is also decreasing. Therefore, by
the Monotone Convergence Theorem, φ(H) is decreasing,
continuous, and

lim
H→0+

φ(H) = +∞,

lim
H→∞

φ(H) =



∞∫
0

lim
H→∞

r
(d−1)(β−α)

2+β−α

[
F−1
j

(
(H − V (r))r

2β(d−1)
2+β−α

)] 1
β

dr

= 0.

Thus, there exists a unique H such that φ(H) = 1
|∂B1| .

The larger is the potential at a reference location the more
desirable is this location. Therefore, if V is not small enough
at ∞ agents may be attracted to ∞ too much, and we may
end up having infinite mass. Similarly, if V is too large near
the origin there may be too many agents near the origin, and
this may also yield infinite mass. Hence, V must be small
enough at the infinity and the origin. These considerations
are quantified in (II.8).

A. Numerical solutions

Here, we numerically solve Problem (1) using (II.2). We
choose d = 2, the coupling g(m) = m and current j = 1.
We perform two experiments with the congestion exponent
α varying in the set α ∈ {1.3, 1.4, 1.5, 1.6}.

First, we choose the case with potential V (x) =

e−
|x|2
2 sin

(
π(|x|+ 1

4 )
)

as in Figure 1a. For this case,
in Figure 1b, we illustrate the behavior of φ given by
(II.14), where the integral computed over the interval
[0, 100]. For this example, for each α ∈ {1.3, 1.4, 1.5, 1.6},
the value of H for which φ(H) = 1

|∂B1| , is approxi-
mately {13.48, 15.99, 25.05, 62.26}, respectively. Moreover,
the value function u and the density m are illustrated in 1c
and 1d, respectively, for each α and corresponding H .

Next, we choose the potential V (x) = (1 +
|x|)− 3

2 sin
(
2π(|x|+ 1

4 )
)

(see Figure 2a). We choose the
same congestion exponents, α. The corresponding H’s for
this case are approximately {13.47, 15.95, 25, 62.20}, re-
spectively.

In Figure 1, we see that for a fast decaying potential and a
non-zero radial current, we have localized solutions near the
origin. The radial decay of the solution is expected because
the total mass is 1 and the agents are moving away from the
origin. A similar behavior can be observed in Figure 2 for
a different potential. We also see that the oscillations in the
potential do not affect substantially the solution. Finally, we
depict a 2D solution in Figure 3.

III. SECOND-ORDER CASE

Here, we study radially symmetric solutions of Problem
2. As before, we assume that u,m are radial as in (II.1).
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Fig. 1: Numerical solution of Problem 1 for d = 2,
g(m) = m, j = 1, V (x) = e−

|x|2
2 sin

(
2π(|x|+ 1

4 )
)

and
α ∈ {1.3, 1.4, 1.5, 1.6}.

Accordingly, Problem 2 takes the form

−u′′(r)− d−1
r u′(r) + u′(r)2

2m(r)α + V (r)

= g(m(r)) +H for r ∈ Ω∗

−m′′(r)− d−1
r m′(r)

−m(r)1−α (u′′(r) + d−1
r u′(r)

)
−(1− α)m(r)−αu′(r)m′(r) = 0 for r ∈ Ω∗

m(r) > 0, for r ∈ Ω∗,
∞∫
0

rd−1m(r)dr = 1
|∂B1| .

(III.1)

As in the first-order case, the Fokker-Planck equation in
(III.1) is integrable.

Proposition III.1. Suppose that Ω = Rd or Ω = Rd \ {0}.
Furthermore, assume that (u,m,H) ∈ C∞(Ω)×C∞(Ω)×R
is a radially symmetric solution for (I.2); that is, (II.1) holds.
Then, there exists a constant j ∈ R such that

j = u′(r)m(r)1−αrd−1 +m′(r)rd−1 for all r ∈ Ω∗.
(III.2)

Proof. We just note that(
u′(r)m(r)1−αrd−1 +m′(r)rd−1

)′
= rd−1

[
m′′(r) +

d− 1

r
m′(r)
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(d) The density m

Fig. 2: Numerical solution of Problem 1 for d = 2, g(m) =
m, j = 1, V (x) = (1 + |x|)− 3

2 sin(π
(
|x|+ 1

4 )
)

and α ∈
{1.3, 1.4, 1.5, 1.6}.

+m(r)1−α
(
u′′(r) +

d− 1

r
u′(r)

)
+ (1− α)m(r)−αu′(r)m′(r)

]
= 0.

Using the previous proposition, we reduce (III.1) to a
single second-order ODE, which is linear in the highest order
derivative.

Proposition III.2. Suppose that Ω = Rd or Ω = Rd \ {0}.
Furthermore, assume that (u,m,H) ∈ C∞(Ω)×C∞(Ω)×R
is a radially symmetric solution for (I.2). Then, the function
r 7→ ρ(r) = m(r)α+ 1

2 , r ∈ Ω∗ (see II.3 for Ω∗) satisfies the
following ODE:

ρ′′(r) + ρ′(r)

(
d− 1

r
− αjr1−d

ρ(r)
2

2α+1

)

=

(
α+

1

2

)(
g
(
ρ(r)

2
2α+1

)
+H − V (r)

)
ρ(r)

1
2α+1

− (2α+ 1)j2r2−2dρ(r)
2α−3
2α+1

4
, r ∈ Ω∗.

(III.3)

Furthermore, if α = 0 the previous ODE takes the form

ρ′′(r) + ρ′(r)
d− 1

r
=

1

2

(
g
(
ρ(r)2

)
+H − V (r)

)
ρ(r)− j2r2−2d

4ρ(r)3
, r ∈ Ω∗.

(III.4)

Moreover, (III.4) is the Euler-Lagrange equation of the
optimization problem

inf
ρ

∫
Ω∗

rd−1

(
ρ′(r)2 +

G(ρ(r)2)

2

−V (r)ρ(r)2

2
+
j2r2−2d

4ρ(r)2

)
dr,

(III.5)

where G is the antiderivative of g, and j ∈ R is the constant
from Proposition II.1, under the constraint∫

Ω∗

ρ(r)2rd−1dr =
1

|∂B1|
.

Additionally, (III.5) can be written in terms of m as

inf
m

∫
Ω∗

rd−1

(
m′(r)2

4m(r)
+
G(m(r))

2

−V (r)m(r)

2
+
j2r2−2d

4m(r)

)
dr∫

Ω∗

m(r)rd−1dr =
1

|∂B1|
.

(III.6)

If j = 0, (III.3) takes the form

ρ′′(r) + ρ′(r)
d− 1

r
=

(
α+

1

2

)[
g
(
ρ(r)

2
2α+1

)
+H − V (r)

]
ρ(r)

1
2α+1 .

(III.7)

Furthermore, (III.7) is the Euler-Lagrange equation of the
optimization problem

inf
ρ

∫
Ω∗

rd−1[ρ′(r)2 + (2α+ 1)G1(ρ(r))

+
(2α+ 1)2

2(α+ 1)
ρ(r)

2α+2
2α+1 (H − V (r))]dr

(III.8)

where ρ 7→ G1(ρ) is the antiderivative of the map ρ 7→
g
(
ρ

2
2α+1

)
ρ

1
2α+1 .

Proof. From Proposition III.1, we have that u and m satisfy
(III.2). Therefore, we obtain

u′(r) = j(r1−d −m′(r))m(r)α−1, r ∈ Ω∗.

We plug-in this expression in the first equation of (III.1) and
after elementary manipulations obtain

m′′(r)

m(r)
+

(
α− 1

2

)
m′(r)2

m(r)2

+
m′(r)

m(r)

(
d− 1

r
− αjr1−d

m(r)

)
+
j2r2−2d

2m(r)2

=
(
g(m(r)) +H − V (r)

)
m(r)−α, r ∈ Ω∗.

(III.9)

Next, for any σ ∈ R \ {0} we have that

(m(r)σ)′

σm(r)σ
=
m′(r)

m(r)

(m(r)σ)′′

σm(r)σ
=
m′′(r)

m(r)
+ (σ − 1)

m′(r)2

m(r)2
.



Therefore, if we choose σ = α + 1
2 and denote by ρ(r) =

m(r)α+ 1
2 we obtain (III.3) from (III.9). The remaining

assertions follow by straightforward calculations.

(a) Density m (b) Value function u

(c) Density m (d) Value function u

Fig. 3: Numerical solution of Problem 1 for d = 2, g(m) =
m, j = 1, V (x) = e−|x|

2/2 sin(π
(
|x|+ 1

4 )
)

and α = 1.3.

Remark III.3. The reason (III.3) admits a variational for-
mulation when α = 0 or j = 0 is that the coefficient of
ρ′(r) in (III.3) does not depend on ρ(r) for this choice of
parameters.

IV. FINAL REMARKS

Here, we study new examples of MFGs that can be solved
explicitly. These examples are relevant to the understanding
of qualitative features of MFGs and for the validation of
numerical methods. For first-order problems, our solutions
are explicit, up to the computation of integrals and the
solution of algebraic equations. Further, they give insight on
properties of the potential that are needed for the existence of
a global solution. For example, the condition (II.6) imposes
an asymptotic condition on V without which solutions will
not exist. For second-order equations, we construct new
reduced models and variational principles. These variational
principles may prove useful in the numerical computation of
solutions, an issue that we plan to address in the future.

Naturally, many questions remain open, in particular,
because our models do not fit the standard theory for mean-
field games in a compact state space. For example, are the
solutions computed here stable under small perturbations?
Do we have long-time convergence to stationary solutions?
Are the conditions in (II.6) sufficient for the existence of a
solution in the non-radial case? All of these are challenging
questions that we hope will be answered in the near future.
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