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Factor analysis with finite data

Valentina Ciccone, Augusto Ferrante, and Mattia Zorzi

Abstract— Factor analysis aims to describe high dimensional
random vectors by means of a small number of unknown
common factors. In mathematical terms, it is required to
decompose the covariance matrix X of the random vector as the
sum of a diagonal matrix D — accounting for the idiosyncratic
noise in the data — and a low rank matrix R — accounting
for the variance of the common factors — in such a way that
the rank of R is as small as possible so that the number of
common factors is minimal.

In practice, however, the matrix > is unknown and must
be replaced by its estimate, i.e. the sample covariance, which
comes from a finite amount of data. This paper provides a
strategy to account for the uncertainty in the estimation of >
in the factor analysis problem.

I. INTRODUCTION

Factor models are used to summarize high-dimensional
data vectors with a small number of unknown and non-
observed common factors. They boast a long tradition in
different disciplines such as psychometrics, econometrics,
systems identification and control engineering. The history
of these models can be tracked back to the beginning of the
last century in the framework of psychological tests [27],
[6], [28] and, since then, their importance has spread in
virtually all disciplines of sciences [19], [26], [4], [22], [15],
(23], [21], [18], [9], [17], [2], [24], [14], [11], [29], [36];
see also the more recent papers [37], [33], [5], [8] where
a larger number of other references are listed. Furthermore,
the mathematical analysis of these models has been carried
out by several different perspectives: for example, a detailed
geometric description of such models can be found in [25],
while a maximum likelihood approach in a statistical testing
framework has been proposed for example in the seminal
work [3].

In its classical and most simple static version the construc-
tion of a factor model can be reduced to a particular case
of high-dimensional matrix additive decomposition problem.
This kind of problems arise naturally in numerous frame-
works and have therefore received a great deal of attention,
see [7], [1], [34], [13] and references therein. More precisely,
for the identification of a factor model we assume that the
covariance matrix > of a high-dimensional vector of data
is assigned and must be decomposed as ¥ = R + D, that
is the sum of a non-negative diagonal matrix D modelling
the covariance of the idiosyncratic noise and a positive
semidefinite matrix R, having rank as small as possible,
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modelling the covariance of the latent variable which turns
out to be a combination of the common factors. For this
mathematical problem to be meaningful with respect to
the original factor model, we have to assume that either
3 is known with good degree of precision or that small
perturbations of X have no or little effect on the rank of
the corresponding matrix R in the additive decomposition
of Y. It seems fair to say that both of these conditions are
usually not satisfied: 3 must be estimated from the available
data that are certainly finite and possibly limited so that
we can expect an estimation error whose covariance can be
usually estimated with reasonable precision. On the other
hand, simulations show that the rank of R is rather sensitive
to pertubations of ¥. For example we have considered a
model with 1000 samples of a 50-dimensional vector of data
generated by 4 non-observed common factors. By applying
the standard factor analysis decomposition algorithm (based
on the minimization of the nuclear norm) to the estimated
covariance matrix i, we obtained a matrix R whose first
20 singular values are depicted in Figure [T} It is clear
that this matrix is far from having rank 4 as it would be
if the procedure returned the correct model. For a sanity
check, we have also implemented the standard factor analysis
decomposition algorithm to the true covariance matrix X and
obtained a matrix R in which the fifth singular value is 10°
times smaller than the fourth.
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Fig. 1.  First 20 singular values of the low-rank matrix R obtained
by applying the standard factor analysis decomposition algorithm to the
estimated covariance matrix 3.

Motivated by this issue, we have considered the problem
of taking the uncertainty in the estimation of X into account.



This leads to a much more complex problem where we are
required to compute the matrix ¥ in such a way that the rank
of R in the additive decomposition ¥ = R+ D is minimized
under a constraint limiting the Kullback-Leibler divergence
between ¥ and the estimated covariance ¥ to a prescribed
tolerance that depends on the precision of our estimate .
The problem in this formulation appears to be quite hard
to solve as the number of variables is large the constraints
are difficult to impose as the solution will always lie on
the boundary. Our strategy is to resort to the dual analysis
which is rather delicate to carry over but yields a problem
that appears much easier to tackle. Moreover it provides a
necessary and sufficient condition for the uniqueness of the
solution of the original problem.

The paper is organized as follows. In the Section [[] we
recall the classical factor analysis problem and, from it,
we derive a mathematical formulation of our generalized
factor analysis problem. In Section we derive a dual
formulation of our problem. In Section[[V]we prove existence
and uniqueness of the solution for the dual problem. Then,
in Section [V] we recover the solution of the primal problem.
Finally, some conclusions are provided. We warn the reader
that the present paper only reports some preliminary result.
In particular, all the proofs are omitted and will appear in a
forthcoming and more complete publication.

Notation: Given a vector space V) and a subspace W C V,

we denote by W+ the orthogonal complement of W in V.
Given a matrix M, we denote its transpose by M '; if M is
a square matrix tr(M) denotes its trace, i.e. the sum of the
elements in the main diagonal of M; moreover, |M | denotes
the determinant of M. We denote the spectral norm of M
as || M||2. We endow the space of square real matrices with
the following inner product: for A, B € R"*", (A, B) :=
tr(AB). The kernel of a matrix (or of a linear operator)
is denoted by ker(:). The symbol Q,, denotes the vector
space of real symmetric matrices of size n. If X € Q, is
positive definite or positive semi-definite we write X > 0
or X > 0, respectively. Moreover, we denote by D,, the
vector space of diagonal matrices of size n; D, is clearly a
subspace of Q,, and we denote by M, := D# the orthogonal
complement of D,, in Q,, (with respect to the inner product
just defined). It is easy to see that M, is the vector space
of symmetric matrices of size n with only zero elements on
the main diagonal.
Moreover, we denote by diag(-) the operator mapping n real
elements d;,7 = 1,...,n into the diagonal matrix having the
d;’s as elements in its main diagonal and, given a linear
operator x(-), we denote by x*(-) the corresponding adjoint
operator.

II. PROBLEM FORMULATION
We consider a standard, static linear factor model that can
be represented as follows:
z = Awy + Bw,
y = Awy

z = Bw,

where A € R™*" with r << n, B € R"*" diagonal. A is the
factor loading matrix, y is the latent variable, and Bw, is the
idiosyncratic noise component. w, and w, are independent
Gaussian random vectors with zero mean and covariance
matrix equal to the identity matrix of dimension 7 and n,
respectively. Note that, w,, represents the (independent) latent
factors. Consequently, x is a Gaussian random vector with
zero mean; we denote by X its covariance matrix. Since y
and z are independent we get that

S=R+D (1)

where R and D are the covariance matrices of y and z,
respectively. Thus, R := AAT has rank equal to r, and
D = BBT is diagonal.

The objective of factor analysis consists in finding a decom-
position “low-rank plus diagonal” (1)) of . This amounts to
solve the minimum rank problem

ergienQ ) rank(R)
subjectto R,D >0 ?)
DeD,
>=R+D

which is, however, an hard problem. A well-known convex
relaxation of (2)) is the trace minimization problem

R,Ig»ierézn tr(R)
subjectto R,D >0 3)
DeD,
>=R+D.

Problem (@) provides a solution which is a good approx-
imation of the one of Problem (2)), [10]. This evidence is
justified by the fact that tr(R), i.e. the nuclear norm of R,
is the convex hull of rank(R) over the set S := {R €
Q. st ||R|l2 < 1}, [12].

In practice, however, the matrix X is not known and needs
to be estimated from a N-length realization (i.e. a data
record) x7...xy of x. The typical choice is to take the
sample covariance estimator

. 1 X
Y= v ;X’CXZ 4)

which is statistically consistent, i.e. 3 almost surely con-
verges to X as IV tends to infinity. If we replace X with
3 in then, as discussed in the Introduction the corre-
sponding solution will rapidly degrade unless we provide an
appropriate model accounting for the error in the estimation
of 3. Let £ be a Gaussian random vector with zero mean
and covariance matrix 3. Note that there exists a one to one
correspondence between x and X, and between & and f]; T
is a crude “model approximation” for x. Thus, to account
for this uncertainty, we assume that 3 belongs to a “ball” of
radius 6/2 centered in 3. Such a ball is formed by placing



a bound on the the Kullback-Leibler divergence between x
and Z:

B:={YeQ,st. >0, Dgr(Z|) <d/2}. (5)

Here D, is the Kullback-Leibler divergence defined by:
A 1 A A
Drr(S]$) = 5 (_1og|2\ +log S + tr(2871) — n) .

This way to deal with model uncertainty has been success-
fully in econometrics for model mispecification [16] and in
robust filtering [20], [30], [31], [35], [32]. Accordingly, the
trace minimization problem can be reformulated as follows

tr(R)

min
%,R,DeQ,
subject to R, D = 0
DeD, (6)
>=R+D
YekB.

Note that, in @ we can eliminate variable D, obtaining
the equivalent problem

nily,
subjectto R, X —R >0
XE-R)=0 @)
X>0

2Dk (Z|[X) <6

where x(-) is the self-adjoint operator orthogonally project-
ing onto M,,, ie. if M € Q,, x(M) is the matrix of
M,, in which each off-diagonal element is equal to the
corresponding element of M (each diagonal element of
x(M) is clearly zero).

A. The choice of §

The tolerance 4 may be chosen by taking into account the
accuracy of the estimate of 3 which, in turn, depends on the
numerosity of the available data. Notice, however, that if § in
is sufficiently large, we may obtain an optimal solution
such that R is identically equal to the null matrix and X €
D,,. In order to avoid this trivial situation we need to require
that the maximum tolerable Kullback-Leibler divergence § in
is strictly less than a certain d,,,, that can be determined
as follows: since the trivial solution R = 0 would imply a
diagonal ¥, that is ¥ = Xp := diag(dy,...,dn) > 0, dmaz
can be determined by solving the following minimization
problem

6maw = Eglel%n IDKL(ZDHZ) ¥

Proposition 2.1: Let ~; denote the element i-th element
in the main diagonal of the inverse of the sample covariance
»n-L Then, the optimal Xp which solves the minimization
problem in (§) is given by

Sp =diag(y; v ).

Moreover, 0,4, can be determined as

Omaz = IDKL(ZDHi) = log |[2_1 - X(i_l)]i” 9)
In what follows, we always assume that ¢ in strictly less
than 6,,4., so that the trivial solution R = 0 is ruled out.

III. DUAL PROBLEM

We start by formulating the constrained optimization prob-
lem in (7)) as an unconstrained minimization problem. The
Lagrangian associated to is

L(RYX,N\AT,0)

=tr(R) + A(—log |Z| + log [X] — n + tr(27'%) — §)
—tr(AR) — r(I'(X — R)) + tr(Ox(X — R))
=tr(R) + A(—log || + log [X] — n + tr(27'%) — §)
—tr(AR) —tr(T'(X — R)) + tr(x*(©)(X — R))
=tr(R) + A(—log |Z] + log [%] — n + tr(271%) — 6)
—tr(AR) — tr(T'(X — R)) + tr(x(©)(X — R))
(10)
with A € R,A >0, and A, T, 0 € Q,, with A,T" > 0.
The first and the second equality are due to the fact that the
operator x(-) is self-adjoint.
Notice that in (I0) we have not included the constraint ¥ -
0. This is due to the fact that, as we will see later on, such
condition is automatically fulfilled by the solution of the dual
problem.
The dual function is now the infimum of L(R, ¥, \, A, T, 9)
over R and X.

Since the Langrangrian is convex in order to find the

minimum we use standard variational methods.

The first variation of the Lagrangian (10) at > in direction
03 € Q, is

SL(;0%) = tr(=AX 716X + AL 10 — 6% 4 x(0)d%).
By imposing the optimality condition
0L(%;0%) =0, VoX € Q,,

which is equivalent to impose tr(—AX 1% 4+ AD"16% —
63 + x(©)6%) = 0 for all 63 € Q,,, we obtain
L=AAZ"TP =T + y(0))! (1)

provided that A ="' — '+ x(©) > 0 and A > 0. Note that
these conditions are equivalent to impose that the optimal ¥
that minimizes the Lagrangian satisfies the constraint 3 > 0.

The first variation of the Lagrangian at R in direction
R € Q, is

0L(R;0R) = tr(0R — AJR+TOR — x(©)0R).
Again, by imposing the optimality condition
JL(R;6R) =0, VoR € Qn,

which is equivalent to tr(60R — AOR+T9R — x(©)dR) =0
for all 6R € Q,,, we get that

I—A+T —x(©)=0. (12)



Proposition 3.1: The dual problem of is
J\T,0)

max

13)
()\,F,@)ECO

where
JAT,0) := Alog |(7 + A7 (x(©) —T)| + log %] — 4)
and Cy is defined as

Co={(AT,0): A>0, I+T —x(©) =0, I' =0,
ST A (@) =T) =0} (14)
Note that, the conditions A > 0 and X7+ A7 (x(©)-T) =
0 arise from (TT).

IV. EXISTENCE AND UNIQUENESS OF THE SOLUTION FOR
THE DUAL PROBLEM

We reformulate the maximization problem in (13) as a
minimization problem.

J(\T,0)

min

(AT,0)€eCo (15)

where

JT,0) = M—=log|S7 4+ A1 (x(©) = I)| — log || + 6).

A. Existence

As it is often the case, existence of the optimal solution is
a very delicate issue. Our strategy in order to deal with this
issue and prove that the dual problem admits a solution
consists in showing that we can restrict our set Cy to a
smaller compact set C over which the minimization problem
is equivalent to the one in (I3). Since the objective function
is continuous over Cy, and hence over C, by Weirstrass’s
theorem .J admits a minimum.

First, we recall that the operator x(-) is self-adjoint.
Moreover, we notice that x(-) is not injective on ©, thus
we want to restrict the domain of x(-) to those © such that
x(+) is injective. Since x is self-adjoint we have that:

ker(x) = [range x]*.

Thus, by restricting © to range(y)= [ker(x)]* = M,,, the
map becomes injective. Therefore, without loss of generality,
from now on we can safely assume that © € M,, so that
X(©) = O and we restrict our set Cy to Cy:

C1 Z:{()\,F, @) €Cy:0 ¢ Mn}
={(\T,0): A>0,I+4T -0 >0, >0,
©eM,, '+ 1 ©-T) > 0}.
Moreover, since © and I' enter into the problem always
through their difference they cannot be univocally deter-
mined individually. However, their difference does. This
allows us to restrict I" to the space of the diagonal positive
semi-definite matrices. For this reason, we can further restrict
our set C; to Ca:
Co :={(\,,;0): A>0,I+T -0 >0, >0, € D,,
0eM, S+ A O -T) =0}

To further restrict this set, we need to find a lower bound
on A which has an infimum but not a minimum on Cs. The
following result provides such a bound.

Lemma 4.1: Let (A;, Tk, O)ren be a sequence of ele-
ments in Co such that

k—o00
Then (Ag, 'k, O)ren is not an infimizing sequence for J .

As a consequence of the previous result, we have that
minimization of the dual functional over the set Co is
equivalent to minimization over the set:

Cs —{(\T,0):A>e, ] +T -0 = 0,T = 0,T € D,,
0eM, XL+ A HO-T) =0}

for a certain € > 0.

The next result is a counterpart of the previous one as it deals
with the fact that, so far, A is still unbounded and thus there
could, in principle, exist an infimizing sequence for which
the corresponding A diverges. This is not the case in view
of the following lemma.

Lemma 4.2: Let (A, Tk, Ok)ren be a sequence of ele-
ments in C3 such that

(16)

lim A\, = oo.
k—o0

Then (Ag, Tk, ©k)ren is not an infimizing sequence for J.

As a consequence, the feasible set C3 can be further
restricted to the set:

Cy ={(\T,0):e < A<M, I4+T-0>0,I >0,
reD,©®cM, S '+A1(O©-0)>0}

for a certain M < oco.

The next result provides an upper bound for © —I'.
Lemma 4.3: Let (A, Tk, Ok)ren be a sequence of ele-
ments in C4 such that

1€k — Lil| = +oo. a7)

lim

k—o00

Then (Mg, Tk, ©k)ren is not an infimizing sequence for J.
It follows that there exists p s.t. |p| < oo and

O—-T*xpl

Therefore, the feasible set C4 can be further restricted to
become:

C5 :={(\,T,0): e <A< M, pIl K0 -T=<XI,T >0,
rebD,,0cM,, > +1x1(O©-T) > 0}.

Now observe that in C5 © and I' are orthogonal so that if
(M, Tk, O )ren is a sequence of elements in Cs such that

IT%|| = o0 (18)

lim
k— o0



or

lim [|©] = 400 (19)
k—o0
then (I7) holds. Then we have the following

Corollary 4.1: Let (A, 'k, Or)ren be a sequence of
elements in C; such that or holds. Then
(M, Tk, Ok ) ken is not an infimizing sequence for J.

Thus minimizing over the set Cs is equivalent to minimize
over:

Co ={(\T,0):e <A< M,pl <O -T =<I,0=<T =<al,

reD,,0cM,, 2 '+1x1(O-T) 0}
for a certain « such that 0 < o < +00.

Finally, let us consider a sequence (Ag, 'k, Ok)ren € Co
such that, as & — oo, |27 4+ A 1 (O — Iy)| — 0.
This implies that J — +oo. Thus, such sequence does not
infimize the dual functional. Thus, the final feasible set C is

C:={(\,\[,0):e <A< M,pl 0 -T =<I1,0=T < al,
reD,,0cM,, S '+ (O-T) =8I}

for a suitable 5 > 0.
Summing up we have the following
Theorem 4.1: Problem (I3) is equivalent to
min J(\,T,0).

(\,Ie)ec (20)

Both these problems admit solution.
Before discussing uniqueness, it is convenient to further
simplify the dual optimization problem: consider the function

F(\ X) == —Alog(|27t + A72X|) + log || — 4]
where A > 0 and X € Q,,. Note that
F(\©-T)=J(\TI,0).

Moreover, O and I are orthogonal over C so that minimizing
J over Cy is equivalent to minimize F’ over the corresponding
set

Cri={(\X): A>0, X €Q, X <1,
X(X) =X =0, S 4 A7IX = 0}

Therefore, from now on we can consider the following
problem
min

F(\ X).
A\ X)eCr

2L

Once obtained the optimal solution (A*, X*) we can recover
the optimal values of the original multipliers simply by
setting ©* = x(X*) and T = x(X*) — X*.

B. Uniqueness of the solution of the dual problem

The aim of this Section is to show that Problem
(and, hence Problem ) admits a unique solution. Since
J is the opposite of the dual objective function, J is convex
over C. It is then easy to check that F' is also a convex
function over the convex set Cr. However, as we will see, F'
is not strictly convex. Accordingly, establishing uniqueness
of the minimum is not a trivial task. To this aim we need to
compute the second variation §2F (X, X; d\, 6X) of F along
all possible directions (dA,0.X). This second variation is a
bilinear form that can be represented in terms of an Hessian
matrix of dimension 1 + n2. It is possible to show that this
matrix is positive definite and singular: its rank is n2. This
implies that F' is convex but there is a direction along which
F is not strictly convex. It is then possible to prove that any
optimal solution must be in the boundary of Cr. Moreover,
if we consider the direction along which F' in non-strictly
convex, the derivative of F' along this direction at any optimal
point is non-zero. In other words, there is a direction along
which F' is affine but F' at any optimal point is not constant
along this direction. Therefore we can prove the following
result.

Theorem 4.2: The dual problem admits a unique solution.

V. RECOVERING THE SOLUTION OF THE PRIMAL
PROBLEM

Since the dual problem admits solution, we know that the
duality gap between the primal and the dual problem is zero.
The aim of this Section is to exploit this fact to recover the
solution of the primal problem.

First, it is immediate to see that substituting the optimal
solution of the dual problem (A\*, ©*,T*) into (IT]) we obtain
the optimal solution for X. The less trivial part is recovering
the solution for R.

Zero duality gap allows us to apply the KKT theory and
derive the following conditions:

tr(AR) = 0 (22)
tr(T(S— R)) =0 (23)
tr(6(X — R)) = 0. (24)

We start by considering (22). It follows from (I2) that A =
I4+T'—0© where we notice that A has no full rank. Therefore,
we introduce its reduced singular value decomposition given

by the following factorization
A=USUT (25)

with S € R*"*"~" where n—r is the rank of A. It follows
that U'U = I,,_,. We plug (23) in (22)) and get
0=t[AR] =tw[USU'R]=U"RU =0. (26)

Therefore, by selecting a matrix U whose columns form an
orthonormal basis of [im(U)]*, we can express R as:

R=UQUT (27)



with Q@ = QT € R"™7. Notice that, the _relationship
UTU = 0 holds, since the columns of U form the

orthogonal complement of the image of U.

By (24), we know that ¥ — R is diagonal. Thus, we plug
@7) into and obtain a linear system of equations: x (X —
UQUT) =0, or equivalently,

X(UQUT) = x(2).

In similar way, using (23)) we obtain an additional system of
linear equations. It is worth noting that the resulting system
of equations always admits solution in () because the dual
as well as the primal problem admit solution. We conclude
that, the linear system of equations admits a unique solution
if and only if the solution of the primal which is unique.

(28)

VI. CONCLUSION

In this paper, factor analysis problem has been introduced
for the realistic case in which the covariance matrix of the
data is estimated with an error which is not negligible. The
dual analysis have been carried over to obtain a tractable
mathematical problem that appears very promising for real
applications.
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