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Sensitivity Function Trade-offs for Networks with a String Topology

Richard Pates and Kaoru Yamamoto

Abstract— We present two sensitivity function trade-offs that
apply to a class of networks with a string topology. In particular
we show that a lower bound on the H-infinity norm and a
Bode sensitivity relation hold for an entire family of sensitivity
functions associated with growing the network. The trade-offs
we identify are a direct consequence of growing the network,
and can be used to explain why poorly regulated low frequency
behaviours emerge in long vehicle platoons even when using
dynamic feedback.

I. INTRODUCTION

Feedback control is, at its heart, about managing trade-
offs. Classically speaking, this is understood through the
sensitivity function

S (s) =
1

1 + P (s)C (s)
.

The ‘size’ of the sensitivity function determines the effect of
the feedback compensator C (s) on the open loop dynam-
ics P (s). Trade-offs exist because S (s) cannot be freely
assigned via the compensator. Instead, based on the model
of the plant, the designer must choose which frequency
ranges to improve, understanding that these improvements
will come at the cost of degrading performance in other
frequency ranges.

Being able to manage such trade-offs is one of the major
benefits of feedback control. This insight is central to many
of the most successful model based synthesis methods, for
example the loop-shaping method of McFarlane and Glover
[1]. However there is a fundamental shortcoming in these
approaches when considering control problems in networks.
The root of this issue is that in the majority of network
applications, the designed controllers are required to work
even as the network changes, for example as generators
are added to a power grid, or as users join the Internet.
Such changes affect the ‘plant model’, and consequently the
underlying trade-offs. Therefore it is necessary to explicitly
consider the process of scaling the network model in order
to properly design controllers for the network setting.

In order to formally address the above, we require a notion
of scaling up a network. To this end, we define a sequence
of plant and compensator models, and study the (1,1) entry
of the sensitivity functions associated with this sequence

SN (s) =
[
(I + PN (s)CN (s) )

−1
]
1,1
.
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Fig. 1. Plots of |SN (jω)| for two values of N . Our first result is to show
that peaks such as that near the origin in (b) can emerge as N increases,
and are an inevitable consequence of repeated imaginary axis poles in the
plant. Our second is to show that a Bode-type integral relation applies to
SN , meaning that the (signed) shaded area in (a) and (b) is equal to zero,
and remains invariant for all N ∈ N.

The meaning of this will be made precise in Section II, but
the idea is that iterating this sequence corresponds to adding
components to the network. Studying how this entry of the
sensitivity function changes is then illustrative of how the
effect of the feedback changes locally as the network grows.
The precise setting we consider is highly simplified, but is
suitable for networks with string topologies, such as vehicle
platoons.

Given this notion of scaling a network, we consider
network equivalents of two classical fundamental limitations
on S (s). The phenomena we identify are directly related to
the process of growing the network, and are illustrated in
Figure 1.

1) H∞-norm Limitations: Tools such as Nevanlinna-Pick
interpolation and the maximum modulus principle [2], [3]



can be used to derive lower bounds on the H∞-norm of
S (s). That is they can be used to derive constants k ≥ 0
such that given any compensator,

‖S (s)‖∞ ≥ k.

The values of the constants typically depend on the unstable
poles and zeros of P (s), and impose fundamental limits on
how small the sensitivity function can be made. Our first
result is to show that the process of growing the network
also imposes limits on the size of SN (s). More specifically
we show that there exists a constant knet such that

sup
N∈N
‖SN (s)‖∞ ≥ k

net.

The value of this constant depends on the residues of
the unstable poles of the open loop plant, and imposes a
fundamental limit on how small the sensitivity functions for
the networks in the given class can be made. The restrictions
are far more severe than in the scalar case, and can also result
in the emergence of peaks in the sensitivity function near the
open loop imaginary axis poles. This is precisely what we
see in Figure 1(b), where the open loop plant has a repeated
pole at the origin. This behaviour is in stark contrast to the
scalar case, where S (s) is typically small near the open loop
unstable poles. This, along with the connection to the large-
scale accordion-like behaviours from [9], [?], is presented in
Section III-A.

2) Bode Integral Relations: Under mild assumptions, the
Bode integral relation shows that there exists a constant A ≥
0 that depends on the unstable poles of P (s) and C (s) such
that ∫ ∞

0

ln |S (jω)| dω = A.

This means that no compensator can uniformly reduce the
size of S (jω), and making S (jω) smaller than 1 in some
frequency range will necessarily make it larger in another. It
is well known that similar relations hold for determinants of
sensitivity functions in the multi-input multi-output setting
[5]. We show that for the given network model, a similar
relation holds for SN (s). In particular, we demonstrate that
if (to all intents and purposes) SN (s) is stable for all N ,
then

(∀N ∈ N) ,

∫ ∞
0

ln |SN (jω)| dω = 0.

That is a Bode-type integral relation is left invariant as the
network grows, and the only possible value of the constant A
that will hold for all N is zero. This means that the shaded
regions in Figure 1 have equal area. This is presented in
Section III-B.

NOTATION

The set of natural numbers is denoted by N, and the open
and closed right half plane by C+ and C+ respectively. R
denotes the set of real rational not necessarily proper transfer
functions, and H∞ the Hardy space of transfer functions
that are analytic on the open right half plane with norm
‖G (s)‖∞ := sups∈C+

|G (s) |. The (i, j) entry of a matrix
A is denoted by [A]1,1.

II. PROBLEM DESCRIPTION

BTN P (s) I

BNC (s) I

+ y
d

−

Fig. 2. The feedback configuration

We consider the linear, time-invariant system depicted in
Figure 2 where P (s) , C (s) ∈ R are the transfer functions
of single-input single-output systems, I is the identity matrix,
and

BN =



1 −1 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0
...

. . . . . . −1
0 · · · · · · 0 1


∈ RN×N .

This feedback interconnection captures the dynamics of a
network of N homogeneous dynamical systems intercon-
nected through a sparse homogeneous feedback law. This
specific structure arises in a range of applications, includ-
ing the symmetric bidirectional control of vehicle platoons
[6], [4], and the control of a homogeneous chain of one-
dimensional harmonic oscillators [7]. It also applies to fre-
quency and voltage stability problems in electrical power
systems [8], and flocking and consensus phenomena [9],
under the restriction that the network has a line structure.

Our particular focus is to study how the effect of the
feedback changes locally as the network grows. To this
end we introduce the following infinite family of transfer
functions

SN (s) :=
[
(I + P (s)C (s)LN )−1

]
1,1
,

where

LN := BTNBN =



1 −1 0 · · · 0

−1 2
. . . . . .

...

0
. . . . . . . . . 0

...
. . . . . . . . . −1

0 · · · 0 −1 2


∈ RN×N .

This is nothing but the (1, 1) entry of the output sensitivity
function (the transfer function from d to y) in a system
of size N . This transfer function therefore captures how a
local disturbance affects the local behaviour of the system;
more specifically how d1 affects y1. A method to design the
compensator C(s) in a scale free manner with respect to
SN (s) has been presented in [10]. In the sequel we study
fundamental limitations on this design that are imposed by
the properties of P (s).
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Fig. 3. Plot of |SN (jω)| for different values of N , when P (s)C (s) is
given by eq. (2).

III. RESULTS

A. H∞-norm Limitations

In this subsection we will present a lower bound on
‖SN (s)‖∞. This lower bound is obtained by considering
the behaviour of SN (s) around the open loop poles of
P (s)C (s), and has two main consequences:

1) If P (s) contains an unstable pole in the open right-half
plane, then no compensator can bound the H∞-norm
of SN (s) for all N ∈ N.

2) If P (s) contains an imaginary axis pole of multiplicity
2, then there is a lower bound on ‖SN (s)‖∞ that
depends on the residues of the pole.

At first sight, point 2 appears highly specialised. However,
this is precisely the setting considered in the vehicle platoon-
ing literature, in which the plant has a repeated pole at the
origin (see e.g. [6], [4]). This lower bound therefore imposes
a restriction on the effect of any compensator’s ability
to regulate low frequency behaviours as the network size
becomes large. This manifests itself through a peak in the
sensitivity function around the open loop pole, and is highly
suggestive as to the fundamental nature of the accordion type
behaviours of [9] even when dynamical controllers are used.

Theorem 1: Let P (s) , C (s) ∈ R, and assume that
P (s)C (s) has a pole of multiplicity m at p ∈ C+. Define
the Laurent series expansion of P (s)C (s) at s = p as

P (s)C (s) =

∞∑
k=−∞

ak (s− p)k . (1)

If p ∈ jR and m ≤ 2, then

sup
N∈N
‖SN (s)‖∞ ≥

4 (m− 1)

π
∣∣a1−m√a−m∣∣ ,

otherwise
sup
N∈N
‖SN (s)‖∞ =∞.

Before proving the result we give two examples of its
application. The first explains the emergence of the peak in
Figure 1 when a vehicle platoon model is used, and the sec-
ond shows the same behaviour appearing when P (s)C (s)
contains a repeated pole at s = j.

Example 1: Suppose that

P (s) =
1

s2 (0.1s+ 1)
, C (s) =

2s+ 1

0.05s+ 1
.

This is the plant and controller used to illustrate the results
on vehicle platoons from [6], and is also the model we used
to generate Figure 1. This transfer function contains a pole
of multiplicity 2 at the origin, with Laurent series expansion
given by

P (s)C (s) =
1

s2
+

7

4s
+ · · · .

Therefore by Theorem 1,

sup
N∈N
‖SN (s)‖∞ ≥

16

7π
.

The emergence of the peak around the origin is illustrated in
Figure 1. Note that the height of the peak is ln (16/7π) ≈
− 0.3, as predicted by Theorem 1. This shows that the

compensator does not effectively regulate low frequency
disturbances. We note the similarity of this observation to
that involving the accordion like behaviour in platoons from
[9] and the unavoidable long transient period under the bidi-
rectional control scheme from [?]. There they demonstrated
that under simple control strategies a poorly regulated low
frequency behaviour emerges as the number of vehicles in a
platoon becomes large. Here we see precisely the same thing
happening even when more complex dynamical controllers
are considered. ♦

Example 2: Suppose that

P (s)C (s) =
(s+ 1)

4

(s2 + 1)
2 . (2)

P (s)C (s) has two poles of multiplicity 2 at s = ±j. The
Laurent series expansion of P (s)C (s) at s = j is given by

P (s)C (s) =
1

(s− j)2
+

2− j
s− j

+ . . .

Therefore by Theorem 1,

sup
N∈N
‖SN (s)‖∞ ≥

4

π
√

5
≈ − 5 dB.

This is illustrated in Figure 3. As N increases we see the
emergence of a peak in SN (jω) around the open loop pole
with a height of ≈ − 5 dB. ♦

Proof: The proof will be in two main stages. First we
will show that if P (s) has any open right half plane poles,
or imaginary axis poles of multiplicity three or greater, then
there exists no controller such that SN (s) ∈H∞ for all N .
We will then show that when the imaginary axis poles have
multiplicity two or less, the bound from the first part of the
theorem holds.

Stage 1: The poles of SN (s) are given by the solutions
to the equation

det (I + P (s)C (s)LN ) = 0.



Therefore if we can show that for some eigenvalue λ of LN
and some u ∈ C+

− 1

P (u)C (u)
= λ,

then SN (s) will have a pole at the point u, and hence
be unstable. As N becomes large, the eigenvalues of LN
become dense on the interval (0, 4) (see eq. (6) in the proof
of Theorem 2 for an expression). Consequently a sufficient
condition for instability is that there exists a set U ⊂ C+

and numbers 0 < ε1 < ε2 < 4 such that

[ε1, ε2] ∈
{
v : v = − 1

P (u)C (u)
, u ∈ U

}
.

Consider now the Laurent series expansion in eq. (1), which
shows that

1

P (s)C (s)
=

∆sm

a−m
+O

(
∆sm+1

)
. (3)

In the above ∆s = (s− p). By considering the annulus

U = {u : r1 < |u− p| < r2} ,

if 0 < r1 < r2 are sufficiently small, it can be seen directly
from eq. (3) that this annulus is mapped by 1

P (s)C(s) into
a region that is arbitrarily close to the origin, and encircles
it. Therefore this new region will contain a suitable interval
[ε1, ε2], and consequently SN (s) will contain a pole in C+

for some N . A similar argument can be used in the case of
imaginary axis poles. This time we cannot use an annulus
for the set U , since this will not lie in C+. However, we can
use a set of the form

U = {u : r1 < |u− p| < r2,Re (u) > 0} .

This time provided m > 2, U will be mapped into a
region that encircles the origin, again showing that SN (s)
is unstable for some N .

Stage 2: We require the following expression for SN (s),
which comes from the theory of iterated Möbius transforma-
tions, (this specific equation is from [7, §V.B]):

SN (s) = (1− ζ (s))
1− ζ (s)

2N

1 + ζ (s)
2N+1

.

In the above ζ (s) is given by the root of

ζ (s)
2 −

(
1

P (s)C (s)
+ 2

)
ζ (s) + 1 = 0 (4)

satisfying |ζ (s)| < 1. The bound we derive comes from the
behaviour of SN (s) in the neighbourhood of the pole p, so
once again we work with the Laurent series expansion. From
eq. (1) it follows that along the imaginary axis

1

P (jω)C (jω)
= −∆ω2

a−2
+
ja−1∆ω3

a−2
+O

(
∆ω4

)
,

where ∆ω = (jω − p) . It can then be shown using the
Maclaurin series for

√
1 + z that the solution to eq. (4)

satisfies

ζ (jω) = 1− j∆ω
√
a−2

+

(
a−1
√
a−2 − 1

)
∆ω2

2a−2
+O

(
∆ω3

)
.

Now consider the sequence of frequencies

∆ωN =
π
√
a−2

2N + 1
.

It then follows that

1− ζ (jωN ) =
jπ

2N + 1
+O

(
∆ω2

N

)
,

1− ζ (jωN )
2N

= 2 +O (∆ωN ) ,

1 + ζ (jωN )
2N+1

=
−π2

2N + 1

(
a−1
√
a−2

2

)
+O

(
∆ω2

N

)
.

This shows that

lim
N→∞

SN (jωN ) =
−4j

πa−1
√
a−2

.

This implies the bound for m = 2, because

sup
N∈N
‖SN‖∞ ≥ sup

N∈N
|SN (jωN )| .

The bound for m = 1 is trivial (it can also be shown that
running the above argument with m = 1 results in the trivial
lower bound of zero).

B. Sensitivity Integral Relations

In this subsection we present a Bode-type integral rela-
tion for the family of transfer functions SN (s). The result
shows that if a test involving P (s)C (s) is satisfied, then a
sensitivity integral relation is left invariant for all N ∈ N.
This test can be conducted with standard tools such as the
Routh-Hurwitz stability criterion, and is to all intents and
purposes equivalent to SN (s) being stable for all N ∈ N.

Theorem 2: Let P (s) , C (s) ∈ R. If

(∀k ∈ (0, 4)) ,
1

1 + kP (s)C (s)
∈H∞,

then SN (s) ∈H∞ for all N ∈ N. If in addition P (s)C (s)
has at least two more poles than zeros, then

(∀N ∈ N) ,

∫ ∞
0

ln |SN (jω)|dω = 0.

Before proving the result we give an example of its
application.

Example 3: Consider again P (s)C (s) from Example 1.
The denominator of (1 + kP (s)C (s))

−1 is

k (2s+ 1) + s2 (0.1s+ 1) (0.05s+ 1) . (5)

By the Routh-Hurwitz stability criterion, a fourth order
polynomial a4s4 + . . . + a0 is stable if and only if ai > 0
and a1a2a3 > a0a

2
3 + a4a

2
1. Consequently eq. (5) is stable

for all 13 7/8 > k > 0, and hence SN (s) is stable for all
N ∈ N by Theorem 2. Furthermore, since P (s)C (s) has
1 zero and 4 poles, the integral relation in Theorem 2 also
holds. This is illustrated in Figure 1. ♦

Proof: We first prove the claim about the stability of
the functions SN (s), and then show that the integral relation
holds.

Step 1: SN (s) is stable if and only if

1

det (I + P (s)C (s)LN )
∈H∞.



The eigenvalues of LN are given by

2

(
1− cos

(2k − 1)π

2N + 1

)
, k = 1, 2, . . . , N. (6)

Since the determinant of a matrix is equal to the product of
its eigenvalues, SN (s) is stable if and only if

N∏
k=1

1(
1 + 2

(
1− cos (2k−1)π

2N+1

)
P (s)C (s)

) ∈H∞. (7)

Since 2
(

1− cos (2k−1)π
2N+1

)
∈ (0, 4), the conditions of the

theorem imply eq. (7), and consequently that SN (s) ∈H∞
for all N ∈ N as required.

Step 2: Now define

LN =



2 −1 0 · · · 0

−1 2
. . . . . .

...

0
. . . . . . . . . 0

...
. . . . . . . . . −1

0 · · · 0 −1 2


∈ RN×N .

Observe that the (1,1) element of adj(I + P (s)C (s)LN )
is det(I + P (s)C (s)LN−1). Hence (supressing the depen-
dence on s),[

(I + PCLN )−1
]
1,1

=
[adj (I + PCLN )]1,1

det (I + PCLN )

=
det(I + PCLN−1)

det(I + PCLN )
.

Therefore,∫ ∞
0

ln |SN (jω)|dω =

∫ ∞
0

ln

∣∣∣∣det(I + PCLN−1)

det(I + PCLN )

∣∣∣∣ dω
=

∫ ∞
0

ln |det(I + PCLN )−1|dω

−
∫ ∞
0

ln |det(I + PCLN−1)−1|dω

This final equation is of the correct form to be evaluated us-
ing the sensitivity integral relation for multivariable systems
given in [5, Theorem 5.3.1]. This result states that given any
transfer matrix M (s) ∈ RN×N with Np poles at pi ∈ C+,
i = 1, . . . Np, if (I +M (s))

−1 ∈H N×N
∞ , then∫ ∞

0

ln
∣∣∣det (I +M(jω))

−1
∣∣∣ dω = π

Np∑
i=1

Re (pi) .

We proved in Step 1 that (I + P (s)C (s)LN )
−1 is stable

for all N ∈ N. In fact, since the eigenvalues of LN are given
by

2

(
1− cos

kπ

N + 1

)
, k = 1, 2, . . . , N,

an identical argument shows that
(
I + P (s)C (s) L̄N

)−1
is

stable for all N ∈ N. Therefore∫ ∞
0

ln |SN (jω)|dω = π

Np∑
i=1

Re (pi) ,

where pi denote the unstable poles of P (s)C (s). Finally we
note that by Theorem 1, if SN (s) is stable for all N then
P (s)C (s) can have no poles in the open right half plane,
and hence

∑Np

i=1 Re (pi) = 0. This completes the proof.

IV. CONCLUSIONS

Two sensitivity function trade-offs that apply to networks
with homogeneous agent dynamics and a string topology
have been presented. The first shows that the residues of the
open loop unstable poles of the agent dynamics impose a
lower bound on the H∞-norm of the sensitivity function. In
particular, an open-loop imaginary axis pole of multiplicity 2
results in the emergence of a peak in the sensitivity function
as the network grows. Moreover, no controller can bound
the H∞-norm of the sensitivity function independently of
network size if an open-loop unstable pole in the open right-
half plane exists. It has also been shown that a Bode-type
integral relation holds for the studied sensitivity function.
This means that the ‘waterbed effect’ is present in networks
of any size in a manner entirely analogous to the single-
input single-output case. Several numerical examples have
been given to illustrate the results.
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