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Robust Kalman Filtering: Asymptotic Analysis

of the Least Favorable Model

Mattia Zorzi, Bernard C. Levy

Abstract— We consider a robust filtering problem where the
robust filter is designed according to the least favorable model
belonging to a ball about the nominal model. In this approach,
the ball radius specifies the modeling error tolerance and the
least favorable model is computed by performing a Riccati-like
backward recursion. We show that this recursion converges
provided that the tolerance is sufficiently small.

I. INTRODUCTION

Consider the problem of estimating a state process whose

state-space model is known only imperfectly. In such a

situation the standard Kalman filter may perform poorly.

Robust filtering seeks to find a state estimate which takes

the model uncertainty into account.

In this paper, we consider the robust filtering approach

proposed in [12], see also [11], [8]. The actual state-space

model is assumed to belong to a ball centered about the

nominal state-space model. The ball is formed by placing

a bound on the Kullback-Leibler divergence between the

actual and the nominal state-space model, and the ball radius

represents the modeling error tolerance. Then, the robust

filter is designed according to the least favorable model in

the ball. The resulting filter obeys a Kalman-like recursion

which makes it very appealing for online applications [16].

Interestingly, if the ball is selected by using the τ -divergence

instead of the Kullback-Leibler divergence, the resulting filter

still obeys a Kalman-like recursion [18], [20]. In [21], [19]

it was shown that when the tolerance is sufficienly small,

the robust filter converges. Finally, it worth noting that this

robust filter represents a generalization of risk-sensitive filters

[15], [1], [13], [9] where large errors are severely penalized

by selecting a risk-sensitivity parameter.

It is also important to characterize the least favorable

model corresponding to the robust filter because it can be

used to evaluate the performance of an arbitrary filter under

this least favorable situation. In [12] it was shown that the

least favorable model can be computed over a finite interval

by first evaluating the robust filter over the interval and

then performing a backward recursion to generate the least

favorable model dynamics. In this paper, we show that this

backward recursion is a Riccati-like equation of the form

Xt = A(Xt+1 +R)−1AT +Q
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which converges provided the tolerance is sufficiently small.

As a consequence, the least favorable model is a state-space

model with constant parameters in steady state. The con-

vergence of discrete-time Riccati equations with R positive

definite or semi-definite has been studied in detail [3], [4],

[2], [7]. But in the equation considered here, R is negative

definite, and in this case only a few results are available, see

[17].

The outline of the paper is as follows. In Section II

we introduce the robust filtering problem, in particular the

backward least favorable model recursion. In section III we

prove that the recursion converges when the tolerance is

sufficiently small. In Section IV we show that the estimation

error of an arbitrary stable estimator under the least favorable

model is bounded. In Section V some simulation results are

presented. Finally, conclusions are presented in Section VI.

In this paper we will use the following notation. (a, b]
denotes an interval which is left-open and right-closed. Given

a matrix A ∈ R
n×n, its spectrum is denoted by λ(A) and

its spectral radius is denoted by σ(A). We say that A is

(Schur) stable if σ(A) < 1. Qn denotes the vector space of

symmetric matrices of dimension n. Given X ∈ Qn, X > 0
(X ≥ 0) indicates that X is positive definite (semi-definite).

Given two functions f and g, f(x) = o(g(x)) around x = α
means that limx→α f(x)/g(x) = 0.

II. ROBUST KALMAN FILTERING

Consider a nominal state-space model of the form

xt+1 = Axt +Bvt

yt = Cxt +Dvt (1)

where xt ∈ R
n is the state process, yt ∈ R

p the observation

process, vt ∈ R
m is a white Gaussian noise (WGN) with

unit variance, i.e. E[vtv
T
s ] = Iδt−s and δt denotes the

Kronecker delta function. We assume that vt is indepen-

dent of the initial state vector x0 ∼ N (0, P0), and that

the pairs (A,B) and (A,C) are reachable and observable,

respectively. Without loss of generality, we assume that

BDT = 0. Indeed, if this is not the case we can always

rewrite (1) with Ǎ = A − ABDT (DDT )−1C, B̌ such that

B̌B̌T = B(I − DT (DDT )−1D)BT , Č = C and Ď =
D. The nominal model (1) is completely characterized by

the transition probability density φt(xt+1, yt|xt) and by the

probability density f(x0) of x0. Let φ̃t(xt+1, yt|xt) denote

the transition probability density of the actual model. We

assume that the actual and nominal densities of initial state

x0 coincide, whereas φ̃t belongs to a ball centered about
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φt with radius c > 0, hereafter called tolerance, which is

specified by

Bt = { φ̃t s.t. DKL(φt, φ̃t) ≤ c}. (2)

Here DKL denotes the Kullback-Leibler divergence [10]

between φt and φ̃t. Note that DKL(φt, φ̃t) is finite only if

matrix [BT DT ]T has full row rank. Accordingly, without

loss of generality we assume that [BT DT ]T is square and

invertible, so that m = n + p. Indeed it is always possible

to compress the column space of this matrix and remove the

noises which do not affect model (1). Let Yt = { ys, s ≤ t}
and gt(Yt) be an estimator of xt+1 given Yt. Adopting the

minimax approach described in [12], a robust estimator of

xt+1 is obtained by solving:

x̂t+1 = argmin
gt∈Gt

max
φ̃t∈Bt

Ẽ[‖xt+1 − gt(Yt)‖
2|Yt−1] (3)

where Ẽ denotes the expectation operator taken with respect

to the joint probability density of the actual model and

Gt denotes the class of estimators with finite second-order

moments with respect to φ̃t ∈ Bt. In [12], it was shown that

the robust estimator satisfies a Kalman-like recursion of the

form

Gt = AVtC
T (CVtC

T +DDT )−1

x̂t+1 = Ax̂t +Gt(yt − Cx̂t)

Pt+1 = A(V −1
t + CT (DDT )−1C)−1AT +BBT

Vt+1 = (P−1
t+1 − θtI)

−1 (4)

where θt > 0 is the unique solution to the equation c =
γ(Pt+1, θt). The function γ is given by

γ(θ, P ) =
1

2

[

log det(I − θP ) + tr[(I − θP )−1]− n
]

.

(5)

The initial conditions of the recursion are x̂0 = 0 and V0 =
P0. The least favorable prediction error et = xt − x̂t of the

robust estimator has zero mean and covariance matrix Vt.

The following result is proved in [21, Proposition 3.5], see

also [19].

Proposition 2.1: There exists cMAX > 0 such that if c ∈
(0, cMAX ], then for any P0 > 0 the sequence Pt, t ≥ 0,

generated by (4) converges to a unique solution P > 0,

θt → θ with θ > 0, Vt → V with V > 0 and the limit G
of the filtering gain Gt as t → ∞ is such that A − GC is

stable. Moreover, P is the unique solution of the algebraic

Riccati-like equation

P = A(P−1 − θI + CT (DDT )−1C)−1AT +BBT . (6)

It is possible to show that the least favorable model

obtained by solving (3) is given by [12]

ξt+1 = Ãtξt + B̃tεt

yt = C̃tξt + D̃tεt (7)

where

Ãt =

[

A BHt

0 A−GtC + (B −GtD)Ht

]

B̃t =

[

B
B −GtD

]

Lt

C̃t =
[

C DHt

]

, D̃t = DLt

Ht = K̃t(B −GtD)T (Ω−1
t+1 + θtI)(A−GtC)

K̃t = [I − (B −GtD)T (Ω−1
t+1 + θtI)(B −GtD)]−1 (8)

and Lt is such that K̃t = LtL
T
t . In this model εt is a WGN

with unit variance, and Ω−1
t+1 is computed by the backward

recursion

Ω−1
t =(A−GtC)T [(Ω−1

t+1 + θtI)
−1 − (B −GtD)×

× (B −GtD)T ]−1(A−GtC) (9)

where if T denotes the simulation horizon, the initial condi-

tion is Ω−1
T = 0.

In summary, the least favorable model (7) is obtained in

two steps:

1) The Riccati equation (4) for Pt is propagated forward

in time over [0, T ] and used to compute Gt and θt.
2) The model (Ãt, B̃t, C̃t, D̃t) is obtained by propagating

(9) backward in time to evaluate Ω−1
t over interval

[0, T ].

It is clear that the least favorable model depends on the

length T of the simulation interval. Let α, β such that 0 <
α < β < 1. Then, the interval [αT, βT ] is contained in [0, T ].
In the next section we show that when c > 0 is sufficient

small, then Ω−1
t converges over the interval [αT, βT ] as T

tends to infinity. As a consequence, the least favorable model

(7) is constant over this interval.

Before establishing the convergence of the backward re-

cursion (9), it is worth considering the limit case c = 0 when

the nominal and the actual models coincide. In this case, the

robust filter (4) reduces to the usual Kalman filter and θt = 0
for all t. Hence the limit of θt is θ = 0. By using the matrix

inversion lemma, the backward recursion (9) with θt = 0
can be rewritten as

Ω−1
t =(A−GtC)T [Ω−1

t+1 − Ω−1
t+1(B −GtD)×

× St(B −GtD)TΩ−1
t+1](A−GtC)

where

St = [(B −GtD)TΩ−1
t+1(B −GtD)− I]−1.

Therefore, if Ω−1
t+1 = 0 then Ω−1

t = 0. Since Ω−1
T = 0,

we conclude that Ω−1
t = 0 for all t ∈ [0, T ]. Accordingly,

Ht = 0 and Lt = I . Substituting these expressions inside

(8), it is then easy to verify that the least favorable model

coincides with the nominal model.

III. CONVERGENCE OF THE BACKWARD RECURSION

Suppose that the condition of Proposition 2.1 is satisfied.

Then as t → ∞ the backward recursion (9) becomes

Ω−1
t = ĀT [(Ω−1

t+1 + θI)−1 − B̄B̄T ]−1Ā (10)



where the matrix Ā := A − GC is stable, and B̄ := B −
GD. To ease the exposition, we assume that T is finite and

we study the convergence of (10) as t tends to −∞. This

is equivalent to studying the convergence in [αT, βT ] as T
tends to ∞. Adding θI on both sides and defining Xt :=
Ω−1

t + θI yields the equivalent recursion

Xt = ĀT (X−1
t+1 − B̄B̄T )−1Ā+ θI (11)

with terminal value XT = θI . It has the form of a Ric-

cati equation, but an important difference, compared to the

standard case, is that in the inverse we add to X−1
t+1 the

negative definite matrix −B̄B̄T . This difference makes the

convergence analysis nontrivial. At this point, it is useful to

introduce the following map defined for 0 < X < (B̄B̄T )−1

Θ(X) := ĀT (X−1 − B̄B̄T )−1Ā+ θI. (12)

Note that B̄B̄T is an invertible matrix since

B̄B̄T = (B −GD)(B −GD)T

= BBT +GDDTGT ≥ BBT (13)

where BBT is invertible because B ∈ R
n×n+p has full row-

rank. Accordingly, the recursion (11) can be rewritten as

Xt = Θ(Xt+1). (14)

Proposition 3.1: For any 0 < X < (B̄B̄T )−1, we have

Θ(X) ≥ θI .

Proof: We have

Θ(X)− θI = ĀT (X−1 − B̄B̄T )−1Ā (15)

where the right hand side is positive semi-definite.

Proposition 3.2: The map Θ preserves the partial order

of positive semi-definite matrices, so if X1, X2 are such that

0 < X1 ≤ X2 < (B̄B̄T )−1, we have

Θ(X1) ≤ Θ(X2).
Proof: The first variation of Θ(X) along the direction

δX ∈ Qn can be expressed as

δΘ(X ; δX) =ĀT (X−1 − B̄B̄T )−1X−1δX×

×X−1(X−1 − B̄B̄T )−1Ā. (16)

Thus δΘ(X ; δX) ≥ 0 for any δX ≥ 0, so the map is

nondecreasing.

Before stating the next property of Θ, we prove the

following lemmas.

Lemma 3.1: It is always possible to select c ∈ (0, cMAX ]
such that θ is arbitrarily small.

Proof: In [21], [19] it was shown that

γ(P, θ1) > γ(P, θ2), ∀ θ1 > θ2 s.t. P ≥ 0, P 6= 0 (17)

γ(P1, θ) ≥ γ(P2, θ), ∀ P1 ≥ P2 (18)

γ(P, 0) = 0, ∀ P ≥ 0 (19)

γ(P, [0, σ(P )−1)) = [0,∞), ∀ P > 0 (20)

where (20) means that the image of [0, σ(P )−1) under

γ(P, ·) is [0,∞). Since c ∈ (0, cMAX ], by Proposition 2.1

we have that Pt → P , ct → c, θt → θ where c and θ are

related by c = γ(P, θ). Here P solves the algebraic form of

Riccati equation (4), so P ≥ BBT . In view of (17)-(20) it

follows that θ ≤ θ̃ where θ̃ is the unique solution of equation

c = γ(BBT , θ̃). Furthermore, the map

µ : [0, σ(BBT )−1) → [0,∞)

θ̃ 7→ γ(BBT , θ̃) (21)

is injective and continuous. Accordingly, the inverse map

µ−1 : [0,∞) → [0, σ(BBT )−1) exists and is continuous,

in particular µ−1(0) = 0. This means that we can always

select c > 0 such that θ̃ is arbitrarily small. Since θ ≤ θ̃, the

statement follows.

It is worth noting that Ā and B̄ depend on c through θ.

Throughout the paper we make the following assumption.

Assumption 1: The map

γ : [ 0, θ̌ ] → R
n×n × R

n×m

θ 7→ (Ā, B̄) (22)

is continuous for θ̌ sufficiently small.

Even though Assumption 1 may appear restrictive, it holds

under mild conditions on system (A, B, C, D). Indeed, for

c ∈ (0, cMAX ] the unique solution of (6) is P = XY −1

where [XT Y T ]T spans the stable deflating subspace of

regular matrix pencil sL−M [14], where

L =

[

AT 0
−BBT I

]

, M =

[

I CT (DDT )−1C − θI
0 A

]

.

Conditions for the continuity of such subspaces are given

in [6]. Accordingly, the map θ 7→ P is continuous over

[ 0 θ̌] with θ̌ small enough. Since the map P 7→ (Ā, B̄)
is continuous, we conclude that γ is continuous for θ̌
sufficiently small.

Lemma 3.2: For c ∈ (0, cMAX ] sufficiently small, there

exists ρ ∈ (1, σ(Ā)−1) such that

(1− ρ−2)Σ−1
q − B̄B̄T ≥ 0 (23)

where Σρ is the unique solution of the algebraic Lyapunov

equation (ALE)

Σρ = ρ2ĀTΣρĀ+ θI. (24)

Proof: First, note that ρĀ is a stable matrix. Then, the

solution of (24) is given by

Σρ = θ
∑

k≥0

ρ2k(ĀT )kĀk (25)

which is positive definite. Note that

Σρ ≤ θ
∑

k≥0

ρ2kσ(Ā)2kI =
θ

1− ρ2σ(Ā)2
I

and thus Σ−1
ρ ≥ (1− ρ2σ(Ā)2)/θI . In view of Assumption

1, for θ sufficiently small we have

σ(Ā)2 = σ(Ā0)
2 + o(1)



where Ā0 = A − G0C, G0 = AP (0)CT (CP (0)CT +
DDT )−1 and P (0) is the unique solution of (6) with θ = 0.

As a consequence,

(1− ρ−2)Σ−1
ρ ≥ (1− ρ−2)

1 − ρ2(σ(Ā0) + o(1))2

θ
I. (26)

We can always choose ρ in the range (1, σ(Ā0)
−1) such that

(1−ρ−2)(1−ρ2σ2(Ā0)) is positive. By Lemma 3.1. we can

also select c ∈ [0, cMAX ] sufficiently small so that θ is small

enough that the scaled identity matrix on the right hand side

of (26) upper bounds B̄B̄T .

Let c̄ ∈ (0, cMAX ] be a value of c such that Lemma 3.2

is satisfied, so that (23) holds for a certain ρ and θ. Then

it is useful to observe that for any c ∈ (0, c̄), the equation

(23) still holds with the same value for ρ but with a smaller

value for θ.

Corollary 3.1: For any c ∈ (0, c̄], we have Σρ <
(B̄B̄T )−1.

Proof: Since (23) holds for a suitable ρ > 0, we have

Σ−1
ρ ≥ ρ−2Σ−1

ρ + B̄B̄T > B̄B̄T

which implies Σρ < (B̄B̄T )−1.

We are now ready to state the third property of the map

Θ.

Proposition 3.3: Consider the compact set

C = {X ∈ Qn s.t. θI ≤ X ≤ Σρ}

where Σρ is computed as in Lemma 3.2. If c ∈ (0, c̄] then

Θ(X) ∈ C for any X ∈ C.

Proof: First, observe that C is a nonempty set. Indeed,

by (25) we have Σρ ≥ θI , so that θI ∈ C. Since c ∈
(0, c̄], by Lemma 3.2 the inequality (23) holds for some

ρ ∈ (1, σ(Ā)−1), and thus

Σ−1
ρ − B̄B̄T ≥ ρ−2Σ−1

ρ

(Σ−1
ρ − B̄B̄T )−1 ≤ ρ2Σρ

ĀT (Σ−1
ρ − B̄B̄T )−1Ā+ θI ≤ ρ2ĀTΣρĀ+ θI

Θ(Σρ) ≤ Σρ. (27)

Assume that X ∈ C. Since X ≤ Σρ, the nondecreasing

property of Θ and (27) imply

Θ(X) ≤ Θ(Σρ) ≤ Σρ.

Since X ≥ θI , we have

Θ(X) ≥ Θ(θI) ≥ θI (28)

where we exploited again the nondecreasing property of Θ
and Proposition 3.1. We conclude that Θ(X) ∈ C.

Proposition 3.4: Consider the sequence Xt satisfying the

backward recursion

Xt = Θ(Xt+1), XT = θI. (29)

For c ∈ (0, c̄], the sequence belongs to C and is nondecreas-

ing. Thus as t → −∞, Xt converges to X ∈ C which is a

solution of the algebraic Riccati equation

X = ĀT (X−1 − B̄B̄T )−1Ā+ θI. (30)

Proof: We prove the first two statements by induction.

We start by showing that Xt ∈ C for any t. We know that

XT ∈ C because C contains θI . Assume that Xt+1 ∈ C,

then Proposition 3.3 implies that Xt = Θ(Xt+1) ∈ C. This

proves the first claim.

Next we show that the sequence is nondecreasing. We

observe that

XT−1 = Θ(XT ) = Θ(θI) ≥ θI = XT (31)

where we exploited the nondecreasing property of Θ, see

Propositions 3.2 and 3.1. Assume that Xt ≥ Xt+1, then

Xt−1 = Θ(Xt) ≥ Θ(Xt+1) = Xt, (32)

so by induction the sequence is nondecreasing.

The convergence follows from the fact that the sequence

is nondecreasing and belongs to a compact set.

Since Xt = Ω−1
t + θI , we have the following result.

Corollary 3.2: For c ∈ (0, c̄], the sequence Ω−1
t generated

by (10) converges to Ω−1 as t → −∞ where Ω−1 is such

that 0 ≤ Ω−1 ≤ Σρ−θI for some ρ ∈ (1, σ(Ā)−1) satisfying

(23). Furthermore

Ht → H, K̃t → K̃, Lt → L

Ãt → Ã, B̃t → B̃

C̃t → C̃, D̃t → D̃. (33)

It is worth noting that the algebraic equation (30) may admit

several positive definite solutions. Indeed, in the scalar case,

equation (30) becomes

x =
ā2

x−1 − b̄2
+ θ (34)

or equivalently

b̄2x2 − (1− ā2 + b̄2θ)x + θ = 0.

For small θ > 0, the discriminant of this equation is positive,

so the equation has two positive real solutions since the

coefficient 1 − ā2 − b̄2θ is positive. For ā = 0.1, b̄ = 1
and θ = 0.1 we obtain the two solutions x1 ≈ 0.99 and

x2 ≈ 0.10. It is not difficult to see that (34) can be rewritten

as a Lyapunov equation

x = (ā− jb̄)2x+ b̄2 − j2 (35)

where j = āxb̄/(b̄2x−1). Let f := ā−jb̄ be the “feedback”

matrix and f1, f2 denote the values corresponding to x1 and

x2, respectively. Then we have f1 ≈ 8.9 and f2 ≈ 0.11. In

view of (35), this means that x1 is a stabilizing solution of

(11) whereas x2 corresponds to an unstable one. Accordingly,

the limit of the sequence (29) is x2. In the general case

(i.e., for n > 1) the algebraic Riccati equation (30) can be

rewritten as

X = (Ā− B̄JT )TX(Ā− B̄JT ) + B̄B̄T − JJT

where J = ĀTXB̄(B̄XB̄T − I)−1. However, the reasoning

used in the scalar case cannot be applied since the matrix

B̄B̄T − JJT is indefinite.



Proposition 3.5: For c ∈ (0, c̄] sufficiently small, the limit

X of (29) is a stabilizing solution of (30) in the sense that

the matrix ĀT − JB̄T is stable.

Proof: Let Xθ be the limit of the sequence in (29)

where we made explicit its dependence on θ. Notice that

ρ does not depend on θ. Indeed, if a certain ρ satisfies

(23) for a given θ, then the same ρ satisfies (23) with

θ′ such that 0 < θ′ ≤ θ. Since Xθ ∈ C, we have that

θI ≤ Xθ ≤ θ
∑

k≥0 ρ
2k(ĀT )kĀk. Let Qθ be such that

Xθ = θQθ . Hence Qθ ≥ I . Observe that

Mθ := ĀT − JB̄T

= ĀT [Xθ −XθB̄(B̄XθB̄
T − I)−1B̄TXθ]X

−1
θ

= ĀT (X−1
θ − B̄B̄T )−1X−1

θ

= ĀT (θ−1Q−1
θ − B̄B̄T )−1θ−1Q−1

θ

= ĀT (Q−1
θ − θB̄B̄T )−1Q−1

θ . (36)

For θ sufficiently small, by Assumption 1 we have B̄B̄T =
B̄0B̄

T
0 +o(1) where B̄0 = B−G0D and G0 has been defined

in the proof of Lemma 3.2. Accordingly,

(Q−1
θ − θB̄B̄T )−1 = Qθ + o(1), (37)

which after substitution inside (36) gives

Mθ = ĀT + o(1). (38)

The map θ 7→ λ(Mθ) is a continuous function for θ > 0 since

the mapping from the entries of a matrix to its spectrum is

continuous. Hence for θ sufficiently small, the matrix Mθ

is stable. By Lemma 3.1 we conclude that if we select c ∈
(0, cMAX ] sufficiently small, the matrix Mθ will be stable.

IV. PERFORMANCE ANALYSIS

We want to evaluate the performance of an arbitrary

estimator

x̂′
t+1 = Ax̂′

t +G′
t(yt − Cx̂′

t) (39)

under the least favorable model (7) in steady state, i.e. with

Ãt, B̃t, C̃t and D̃t constant. Note that the steady state

condition is guaranteed under the assumption that c ∈ (0, c̄].
Recall that et denotes the least favorable prediction error of

the robust filter (4). Let e′t = xt − x̂′
t be the prediction error

of filter (39). Let et = [ e′Tt eTt ]T . In [12] it was shown that

the dynamics of et are given by

et+1 = Ftet +Mtεt (40)

where

Ft :=Ã−

[

G′
t

0

]

C̃, Mt := B̃ −

[

G′
t

0

]

D̃

and εt is a WGN with unit variance. Then the covariance

matrix Πt of et obeys the Lyapunov equation

Πt+1 =FtΠtF
T
t +MtM

T
t (41)

with initial condition Π0 = I2 ⊗ V0.

From (40) it is clear that the mean of the prediction error

e′t is zero. Next, we show that the covariance matrix of e′t
converges to a constant matrix and is bounded provided that

c is sufficiently small. To do so, we use the following result

[5, Theorem 1].

Lemma 4.1: Consider the time-varying Lyapunov equa-

tion

Yt+1 = FtYtF
T
t +Rt

where Ft and Rt converges to F and R, respectively, as

t → ∞ with F stable. Then Yt converges to the unique

solution Y of the Lyapunov equation:

Y = FYFT +R.

Proposition 4.1: Assume that the gain G′
t in (39) con-

verges to a matrix G′ such that A−G′C is stable. Then, for

c ∈ (0, c̄] sufficiently small the recursion (41) converges to

the solution Π of the Lyapunov equation

Π =FΠFT +MMT

where

F := Ã−

[

G′

0

]

C̃, M :=

(

B̃ −

[

G′

0

]

D̃

)

.

Proof: First, we prove that the matrix

F =

[

A−G′C (B −G′D)H
0 A−GC + (B −GD)H

]

(42)

is stable. Since F is an upper block-triangular matrix, it is

sufficient to show that its two diagonal blocks are stable. The

matrix A−G′C is stable by assumption. Next, by recalling

that Ā = A − GC, B̄ = B − GD, H = K̃B̄TXĀ and

K̃ = (I− B̄TXB̄)−1, the (2,2) block of F can be expressed

as

Ā+ B̄(I − B̄XB̄T )−1B̄TXĀ

= Ā− B̄(B̄XB̄T − I)−1B̄TXĀ

= Ā− B̄JT (43)

which has the same eigenvalues of ĀT − JB̄T . By

Proposition 3.5, this matrix is stable provided that c is

sufficiently small. The conditions of Proposition 4.1 are

satisfied since Ft converges to F with F stable and Mt

converges to M , and thus MtM
T
t converges to MMT as

t → ∞. Hence Πt converges to Π.

Corollary 4.1: Under the assumption that c ∈ (0, c̄] is

sufficiently small, the prediction error e′t of the filter (39)

under the least favorable model (in steady state) has zero

mean and bounded variance.

V. SIMULATION EXAMPLE

Consider the state-space model

A =

[

0.1 1
0 1.2

]

, B = 0.01I2

C =
[

1 −1
]

, D = 0.04. (44)
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Fig. 1. Minimum eigenvalue of matrix (1 − ρ−2)Σ−1
ρ − B̄B̄T as a

function of ρ for c = cMAX .

Note that the pairs (A,B) and (A,C) are reachable and

observable, respectively. Using the procedure of [21, Propo-

sition 3.5], it results that the robust filter (4) converges for

c ∈ (0, cMAX ], with cMAX = 0.1879.

The minimum eigenvalue of (1 − ρ−2)Σ−1
ρ − B̄B̄T is

depicted in Fig. 1 as a function of ρ for c = cMAX . For

c = cMAX , we see that when ρ = 1.382, the minimum

eigenvalue is 4.02 · 10−5, so the matrix is positive definite

and c̄ = cMAX . Consider the sequence generated by (9) for

c = cMAX . We have

Σρ ≈ 102 ·

[

5.89 −5.03
−5.03 4.31

]

.

and iteration (9) converges to

Ω−1 ≈ 102 ·

[

4.56 −3.90
−3.90 3.34

]

.

Furthermore, the matrix ĀT − JB̄T has for eigenvalues

0.8373, 0.0892, so it is stable. Finally, Figures 2 and 3

depict the variances of the first and second component of

prediction error of the Kalman filter and robust filter Kalman

for the steady-state least favorable model. As expected, both

variances converge to a constant value and for both compo-

nents, the performance of the robust filter is approximately

1.5 dB lower than that of the Kalman filter.

VI. CONCLUSION

We have considered a robust filtering problem, where

the minimum variance estimator is designed according to

the least favorable model belonging to a ball about the

nominal model and with a certain radius corresponding to

the modeling tolerance. We showed that as long as the model

tolerance does not exceed a maximum value c̄, the least

favorable model converges to a constant model. Furthermore,

as long as the tolerance is sufficiently small, the covariance

matrix of the prediction error for any stable filter remains

bounded when applied to the steady-state least favorable

model.
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Fig. 2. Variance (in decibel) of the first component of the prediction error
of the Kalman and robust filters for the least favorable model.
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Fig. 3. Variance (in decibel) of the second component of the prediction
error of the Kalman and robust filters for the least favorable model.
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