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Parallel Explicit Tube Model Predictive Control

Kai Wang, Yuning Jiang, Juraj Oravec, Mario E. Villanueva, Boris Houska

Abstract—This paper is about a parallel algorithm for
tube-based model predictive control. The proposed control
algorithm solves robust model predictive control problems
suboptimally, while exploiting their structure. This is achieved
by implementing a real-time algorithm that iterates between the
evaluation of piecewise affine functions, corresponding to the
parametric solution of small-scale robust MPC problems, and
the online solution of structured equality constrained QPs. The
performance of the associated real-time robust MPC controllers
is illustrated by a numerical case study.

I. INTRODUCTION

During the past two decades, there have been many sug-
gestions on how to increase the robustness of nominal model
predictive control schemes by taking external disturbance
models into account [20]. An in-depth review of the numer-
ous approaches, for example, based on min-max robust dy-
namic programming [3], scenario-tree MPC [28], [5], semi-
definite programming reformulations [15], uncertainty-affine
feedback parameterizations [8], as well as modern Tube MPC
formulations [22], [29] would certainly go beyond the scope
of this paper. However, we refer to [22] and [12] for review
articles of existing robust MPC approaches.

The focus of this paper is on the implementation of
real-time algorithms for Tube MPC [22]. Although one
could argue that there already exist many efficient real-time
algorithms for nominal MPC [4], [10], [19], [30], the same
does not hold true for general Tube MPC approaches. Here,
one is facing two numerical challenges: firstly, in Tube MPC,
one needs to replace the predicted vector-valued state trajec-
tory with a set-valued tube, and, secondly, the optimization
variable of the robust MPC problem is in general a feedback
law. In the past, several suggestions have been made on
how to overcome these challenges. For example, rigid tube
parameterizations [20] use affine feedback laws together
with polytopic tubes of constant cross-sections. Other tube
parameterizations include so-called homothetic [25], [24] and
elastic tubes [26], which are typically based on polytopic
sets, as well as ellipsoidal parameterizations [29].

Many numerical solution methods for MPC use online
optimization methods represent the feedback law implicitly,
as the solution of a parametric optimization problem that
may either be evaluated exactly or approximately [4]. In
contrast to this, explicit MPC methods attempt to move
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the computational burden of MPC into an offline routine
that works out an explicit solution map of a parametric
QP or LP [2]. Notice that both types of real-time MPC
methods can—depending on the problem size—achieve run-
times in the milli- and microsecond range [19], [10]. The
explicit MPC approach eventually outperforms the online
approaches, as long as the solution map consists of a not
too large number of regions [17]. However, the worst-case
complexity of the explicit solution map grows exponentially
with the number of constraints in the problem. Online solvers
tend to perform better as soon as one attempts to solve MPC
problems for larger systems.

In the context of Tube MPC, the question of whether to
use explicit or online MPC methods, needs to be addressed
independently of the nominal case. In fact, explicit robust
MPC can be surprisingly efficient, as an empirical obser-
vation is that robust controllers are often characterized by
smaller feasible sets—which can lead to a smaller number
regions of the explicit solution map [1], [16]. Nevertheless, at
the same time, it must be clear that these robust Explicit MPC
controllers are affected by the same curse of dimensionality
as nominal Explicit MPC. In contrast to this, online real-
time Tube MPC algorithms [32], [31], have the potential to
scale-up to larger problems. For example, in [13] a Tube
MPC problem for a quadcopter with 10 states has been
implemented.

This paper introduces a real-time algorithms for solving
Tube MPC problems for uncertain linear systems with poly-
topic constraints. The controller is based on a parallelizable
model predictive control algorithm [21], [14] and alternates
between the evaluation of precomputed piecewise affine
maps and solving an equality constrained quadratic program.
The resulting algorithm yields a controller with recursive
feasibility, constraint satisfaction and asymptotic stability
guarantees in the presence of bounded disturbances.

Section [l introduces the Tube MPC problem. Section [IT]
introduces a parallel Explicit MPC algorithm and establishes
a robust asymptotic stability result. Section presents a
comparisons between Explicit MPC, the proposed approach
and conventional online solvers for a benchmark case-study.
Section |V| concludes the paper.

Notation The sets of non-negative and positive integers
are denoted by N and N, respectively. The Minkowski sum
and Pontryagin difference of two sets Y,Z C R" is denoted
b

g Y®oZ = {y+z|lyeY,zeZ}
and YoZ = {y|{y}@ZCY},

respectively. The sets of symmetric positive semidefinite and
positive definite matrices are denoted by S} and S% , .



II. PROBLEM STATEMENT
This paper considers uncertain control systems of the form
Tpy1 = Axy + Buy + wy, (D
with given matrices A € R™*"= and B € R™*™_ Here,
z, € R™ and u;, € R™ denote the state and control vectors
at time k, while w, € R™ is the disturbance vector. The
disturbance is assumed to take values in a compact set W C

R™». The states and controls are required to satisfy hard
constraints of the form

VEeN, z,€X and wu, €U, 2)
for given closed set X C R™* and compact set U C R™~.

Assumption 1 The state constraint set X is a convex poly-
hedron, and the control constraint set U as well as the
disturbance set W are convex polytopes. In addition, they
all contain the origin in their interior.

A. Rigid Robust Forward Invariant Tubes
Tube MPC controllers use the following definition [20].

Definition 1 A sequence X = (Xo, X1, ...) of compact
sets is called a robust forward invariant tube for (1), if there
exists a feedback law p : N x R™ — U such that the state
of the closed-loop system

vk € N,

satisfies T € Xy whenever xy, € Xy, for all k' > k,
regardless of the disturbance sequence.

Tpt1 = Az + Bu(k, zg) + wy,

We write the state as xp = qx + 2 and introduce the linear
feedback law p(k, zx) = vi + K (g, — gi). Here, g, € R
denotes the nominal (disturbance-free) component such that

qk+1 = Aqr + Buy, 3
with control input vi; € R™«. Thus, z; € R™* denotes the
local error component satisfying

2kl = (A + BK)Zk + wy . “4)

Let Z denote a pre-computed robust invariant set for the
local error dynamics. A rigid RFITs is a set sequence of the
form X, = {qx} @ Z, together with associated control tubes
U = {v;} ® KZ C R™, such that X is a robust forward
invariant by construction.

B. Tube-Based Model Predictive Control

Rigid Tube MPC methods proceed by solving receding-
horizon optimal control problems of the forn{]

N-1
V(zo) :rglin Z Uqw, vi) + m(gn)
e
Vk=0,...,N—1
I K (5)
o dBn= Aqr, + By,

g X0 Z, v €U KZ
gn € X7, z9 €{q} ® 7,

For polytopic sets Y C R™ and V' C R™ together with a matrix
M € R™ ™ the relation {y} @ MV CY <=y €Y © MV holds.

with o € R™* denoting the current measurement. The stage
and terminal costs are given by

U(q,v) = q"Qq+vTRv

respectively, with P,Q € S"*_and R € S'*,. We denote the
parametric solution map of () by ¢*(x) and v*(x).

and m(q) =q"Pq,

Assumption 2 The terminal constraint set X1 and the ma-
trices P € R"=*"= [ ¢ R"*" gre such that
1) the inclusions (A+ BK)Xr C X, Xy C X6 Z, and
KXr cUe KZ hold.
2) m((A+ BK)q) + (g, Kq) < m(q), for all g € Xr.

Finally, the rigid tube MPC feedback law is given by
u(x0) = v*(x0) + K(xo — ¢ (x0)) -
C. Recursive Feasibility and Asymptotic Stability

As a consequence of Assumptions [I] and the positive
definiteness of P, Q and R, (@) is a strictly convex quadratic
program. If Assumption [2| holds, X7 is a positive invariant
set for the nominal dynamics and xy € Xr implies (A +
BEK)gy(x0) € Xp. Together with the invariance property of
Z this implies that the inclusion

(A4+ BK)gy(x0)+ (A+BK)z+weXprd Z

holds for all (z,w) € Z x W. Recursive feasibility of the
Tube MPC scheme now follows from the inclusions X, @
Z C Xand KXp ¢ KZ C U. Similarly, the second part
of Assumption [2] together with the invariance property of Z
guarantee a strict decrease of the objective along the closed-
loop trajectory [20].
ITII. REAL-TIME TUBE MPC

In this section, we propose a real-time algorithm to ap-

proximately solve (3)). First, let us introduce the vectors
yk =gl v}]7, k=0,..,N—1

and yx = qn together with their associated constraint sets
g € {qo} ®Z
@ eXoeZ vweUsKZ
Aqo + By e XS Z

g eXeZ, v, e UsKZ
Agr + By, e X6 Z

Yo = 4 %o

Y = {yk

and Yy = {yn | gqv € X7}, as well as the shorthand

N
T() = Tulys) -
k=0

Now, (B) is equivalent to
V(o) =min J(),
Vk € {0,...,N -2}
Dyry1 = Cyr =0 | Adpq1 (6)
yn —Cyn-1=0 [y
Y € Y, yn—1 € Yn_1,yn € Y.



Algorithm 1 Real-time Parallel Robust MPC
Initialization:

Initial guesses y' = [yg, ...
Online:

yyn] and A= [\, AR

1) Wait for new measurement zo and compute
fr=JhH+ (.
Here, J*(\!) denotes the convex conjugate of .J,

N-1

J*(\) = max — J(y) + Z(DU\k — CT A1)k
k=1
— A Cyo + A\ yn -

If f1 > v22]Quo, rescale

yt oyt QT g a1, [0
f! I

2) For j =1 —m do

a) Compute &7 = (&,¢1,... ,ffv) using (8).
b) Compute (3771, A7) using (9) and set

N N AT

End

3) Send the input [0 I&" + K(zg — DE") to the real
process.

4) Set y' « [y, ...y, 0], AL« [AT%, ... 0T, 0], go
to Step 1.

with stage costs

Ji(yx) = £(qr, vk)

and Jy(yn) = m(qn) as well as matrices C = [A B] and
D = [I 0]. Here, A denotes the Lagrangian multiplier of the
dynamic equation.

A. Parallel Tube-based MPC Algorithm

Algorithm 1, computes an approximate solution of (6).
The algorithm is based on the Augmented Lagrangian Al-
ternating Direction Inexact Newton method (ALADIN) [11],
tailored for solving MPC problems in real-time [21], [14]. As
discussed in [14], Step 1) rescales y! and A\! with parameter
~ > 0 satisfying the following assumption.

for k=0,1,... N —1

)

Assumption 3 The constant v at Step 1) of Algorithm 1
satisfies

Jy*) + T (W) < 'yzx(T)on )

Here, the optimal value J(y*) and J*(A\*) can be precom-
puted. This rescaling step prevents the shifted initialized
guesses in Step 4) from being far away from the origin.
Step 2) is the main step of Algorithm 1, which include
two substeps. Step 2.a) solves an augmented Lagrangian
optimization problem

¢ = argmin J(&)+ (GTN)TE+ (E—yHTH(E—yP) . (T)
£ey

Here, Y = Yo x Y1 X ... X Yy,
-C D 0
-C D
H=V%I(y), G=
0 -C I

Notice that (7) has a completely separable structure and &=

(&,¢ ..., €% can be computed via

&= argmin Jo(£) - (CTA)TE + Jo(€ — 4)

&= argmin Ji(€) + (DTN, = CTX )T+ Ji(€ — ui)
& = argmin. Ji(€) + M)TE+IN(E=14) - ®)

with k € {1,...,N —1}.
In Step 2.b), the next iterate for the primal variables and
the increment for the dual variables is obtained by solving

N
3/ = argmin Z Ji(yk — 2§i + yi)
Y k=0
Vk e {0,...,N — 2} )
s.t. Dypy1 —Cyp =0 | Ai-&-l

yn —Cyn_1=0 | Al .

This coupled QP can be interpreted as an unconstrained Lin-
ear Quadratic Regulator (LQR) problem tracking a weighted
average of the solution of (7) and the previous iterate 3’ [14].
In the following, we denote the suboptimal solutions from
Step 2) by g5 (o) = [1 0)&;" and v§ (o) = [0 )&

B. Recursive Feasibility

Despite the fact that the rigid Tube MPC controller is
recursively feasible by design, one may ask if this property
could get lost if (3] is not solved to optimality. As it turns out,
a suboptimal solution computed with Algorithm 1 preserves
this property as long as the following assumption holds.

Assumption 4 We assume that the state constraint set X is
robust control invariant.

This is a result of the construction of the constraint sets
Y used in the decoupled problems. In particular, as the
constraint Aqg + Bvg € X6 Z is enforced and

vy (o) + K (zo — ¢g(z0))

is sent to the process, we have that the closed-loop system
satisfies

xd = Awg + Bu§(wo) + BK (10 — ¢§(70)) + w € X (10)

for all w € W. Using the invariance properties of Z and Xp
and Assumption 4] a recursive feasibility argument can be
constructed along the lines of [20].



C. Asymptotic Stability of Algorithm 1

This section analyzes robust stability of the proposed
closed loop scheme. In Proposition 3 in [20] it has been
shown that the value function V' satisfies the inequality,

V(zy) < V(xo) — Jo(y) (o)) (11)
with
xf = Axo + B(vj(zo) + K(x0 — ¢ (20))) + wo

as long as Assumption [I| and [2] hold and Problem (&) is
feasible for the initial state xy. In order to simplify the
notations, we use y* to denote y*(z(). Now, we have

Vi(g) < V(zo) = (Jo(yo) = Vlwg) + V(=) (12)
with
xf = Az + B(v(z0) + K (20 — ¢ (z0)) + wo,
that is, V' is a Lyapunov function as long as
Jo(yo) = V(zg) + V(1) = alolyg),  (13)
for a constant o > (. Next, we use that
L e SN

<K (J@ —y*) + TNV = \)

with a constant 0 < s < 1, which has been shown in
Theorem 1 of [14]. A proof of the following lemma can
be found in [14], too.

Lemma 1 Let Assumption [I| hold, Problem Q) is a strongly
convex parametric QP such that the value function V satisfies

* * T
V(@d) = VDl <nlag —=ille + S lleg — 210G - 45
with n,7 > 0.

Now, the main idea for deriving a stability statement for
Algorithm 1 is to show that the real-time approximation

ry A~ xd

of the optimal next state is sufficiently accurate to still ensure
descent of the Lyapunov function. In order to bound the
corresponding error term, the following technical result is
needed.

Lemma 2 Let Assumption [I} 2] and [3] hold. There exists
a constant o > 0 such that the iterate x{ satisfies the

inequality

lag — 271G < or™Jo(ys) - (16)
Proof. Firstly, the equation
af —af =PE™ —y*) (17)

holds with P = [-BK, B, 0,...,0]. Because the Algo-
rithm 1 converges globally with linear rate [14], there exists
a constant ¢ > 0 such that

l€™ — 5[ < a5™ (J(y' —y*) + T (A =A%)

Now, Assumption [3] the rescaling step in Algorithm I,
and imply that there must exist a constant o > 0 such
that

lad — 21115 < ox™Jo(y5) (18)

which is the statement of this lemma. O

The main stability properties of Algorithm 1 can now be
summarized as follows.

Theorem 1 Let Assumption and 3] hold, if the number
of inner loops in Step 2) of Algorithm |l| satisfies
log (nv/o + Z2)

log(1/k)
Algorithm 1 yields an asymptotically stable closed-loop
controller.

m > 2 19)

Proof. From inequalities (I3) and (I6) in Lemma[2] we have
V(wg) = V(a7)]
TO m *
< [ve+ F| wF o) -
Now, the inequality (I9) in Theorem [I] follows directly
from (20). By combining Lyapunov descent condition (I3)

and (20), we have that V' can be used as a Lyapunov function
that proves local asymptotic stability [27] with

azl—[nﬁ+%]n%>0.

(20)

O

Notice that the statement of the above theorem implies that
the set Z is robustly stable. This result follows immediately
from Theorem 1 in [20].

IV. NUMERICAL CASE STUDY

We consider an uncertain control system of the form [20]

1 1 0.5
;L‘k+1=<0 1>xk+(1)uk+wk,

with initial value z] = —(7,2). Here, the disturbance is

assumed to take values on the set W = {w | ||w||oo < 0.1}

The state and control constraints are given by the sets
X={z|[01]x <2} and U={u]| |ul <1},

The matrices for the stage and terminal costs are given by
Q=1 R=0.1, K =—-(0.62, 1.27) and

j 2.06 0.60
“\0.60 140/ °
Here, P and K were computed as the solution of an algebraic
Riccati equation yielding the optimal LQR controller for the

nominal system. The set Z was computed using Algorithm 1
in [23] such that

Zoo ©Z C Zoo® {2z | ||2floc <107%},

where Z,, denotes the minimal robust positive invariant
set for the local error dynamics @]) Likewise, the set X



was chosen as the maximal positively invariant set for the
nominal dynamics (3), and computed according to Algo-
rithm 3.2 in [7]. It is easy to check that with this construction,
Assumption 2 is satisfied.

In order to perform comparisons, rigid Tube-based MPC
controllers with horizons N = 10,20, ...,100 were imple-
mented based on solving (B) 1) explicitly, 2) online using a
centralized QP solver, and 3) online using Algorithm 1. All
the algorithms in this section were implemented in MATLAB
R2019a on a Windows 10 personal computer with an i7
3.6 GHz and 16 GB of RAM. Polyhedral computations and
the explicit solution of quadratic programs were done using
the Multi-Parametric Toolbox (MPT v3.2.1) [9] through the
YALMIP interface (R20181012) [18]. The online centralized
Tube MPC controller was implemented using the gpOASES
solver [6] with hot-start option after condensing.

The following table shows the number of regions for
the solution of problem (3) for increasing time horizons.
As expected, both the number of regions as well as the

N number of regions memory [KB]

10 1648 174

20 5312 1028
30 11050 3108
50 25160 11500
70 42700 27066

memory requirements grow very fast as N increases. On the
other hand, the memory requirements needed for the solution
of () in Algorithm 1 is 36 kB (corresponding to 465 critical
regions), irrespective of the horizon length V.

15
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T

Fig. 1. Closed-loop simulation for rigid Tube MPC (N = 20) scheme
using Algorithm 1. Rigid RFITs computed with 7w = 2 are shown in light
gray, while those computed with v = 5 are shown in darker gray. The
closed loop trajectories computed with M = 2 and 7@ = 5 are shown in
red and blue, respectively. The terminal set X7 is depicted in white and
X1 @ Z in dark gray.

Figure [T|shows a closed-loop simulation based on the rigid
tube MPC with Algorithm 1 (with N = 20) for m = 2 (red
line for state, light gray for the tube) and m = 5 (blue line
for state, darker gray for the tube).

logy(] Zkoio Wk, ur) = Jl)

4

10"

107"

107
10° 10° o 10° 10°
™m,

Fig. 2. Closed-loop performance degradation for Algorithm 1 with respect
to the optimal cost Joo. The blue line with square markers denotes the
performance loss for w = 0, while the red line with triangular markers
denotes the same for process noise.

CPU Time [s]
%107

35

Fig. 3. Online computational time for the rigid Tube MPC controller
as a function of N for gpOASES (blue line with square markers) and
Algorithm 1 with 72 = 5 (red line with star markers).

Figure 2] shows the performance loss for the same con-
troller with respect to the optimal cost J, as m increases.
It is easy to see that in the absence of uncertainty (blue line
with square markers), the performance loss tends to zero.
Finally, we compared the performance of Algorithm 1 with
gpOASES. Figure [3| shows this comparison in terms of CPU
time vs N. For short horizons, the CPU time is comparable
(for N = 10 gpOASES requires 150 [us], while Algorithm 1
requires 28 [us]). It is also clear that as N increases, the
computational time for the online solver grows faster than
that of Algorithm 1. For example, for N = 100 gpOASES
takes 3 [ms], while Algorithm 1 needs 0.14 [ms] per real-time
iteration only.

V. CONCLUSION

This paper has introduced a real-time implementation
of rigid Tube MPC for discrete-time linear systems with
additive uncertainty and polytopic state, control and un-



certainty constraints. The implementation is based on a
parallelizable MPC scheme and requires, at each time step,
the evaluation of precomputed piecewise affine maps and
a linearly constrained quadratic program. The Tube MPC
problem is solved suboptimally, but the algorithm maintains
guarantees in terms of recursive feasibility, robust constraint
satisfaction, and robust asymptotic stability. The approach
has been illustrated on a case study where comparisons were
made with both Explicit MPC implementations as well as
auto generated online QP solvers.
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