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Abstract—The polytope containment problem is decid-
ing whether a polytope is a contained within another
polytope. This problem is rooted in computational con-
vexity, and arises in applications such as verification and
control of dynamical systems. The complexity heavily
depends on how the polytopes are represented. Describing
polytopes by their hyperplanes (H-polytopes) is a pop-
ular representation. In many applications we use affine
transformations of H-polytopes, which we refer to as
AH-polytopes. Zonotopes, orthogonal projections of H-
polytopes, and convex hulls/Minkowski sums of multiple H-
polytopes can be efficiently represented as AH-polytopes.
While there exists efficient necessary and sufficient con-
ditions for AH-polytope in H-polytope containment, the
case of AH-polytope in AH-polytope is known to be NP-
complete. In this paper, we provide a sufficient condition
for this problem that is cast as a linear program with
size that grows linearly with the number of hyperplanes
of each polytope. Special cases on zonotopes, Minkowski
sums, convex hulls, and disjunctions of H-polytopes are
studied. These efficient encodings enable us to designate
certain components of polytopes as decision variables,
and incorporate them into a convex optimization prob-
lem. We present examples on the zonotope containment
problem, polytopic Hausdorff distances, zonotope order
reduction, inner approximations of orthogonal projections,
and demonstrate the usefulness of our results on formal
controller verification and synthesis for hybrid systems.

Index Terms—Polytope Containment Problem, Zono-
topes, Formal Synthesis and Verification

I. INTRODUCTION

WE are interested in establishing the condi-
tions for the following relation to hold:

X ⊆ Y, (1)

where X,Y ⊂ Rn are polytopes. We call (1) the
polytope containment problem, which is a subfamily
of set containment problems (SCPs) [1], [2]. We
refer to X in (1) as the inbody, and Y as the
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circumbody. The decision problem (1) appears in
applications such as computational geometry [3],
machine learning [4], and control theory [5]. For ex-
ample, the inbody can represent the reachable states
of a dynamical system, while the circumbody is the
target set of states. In this context, the reachability
verification problem becomes a polytope contain-
ment problem. When the inbody is characterized
by the parameters of a controller, synthesizing the
controller requires finding the parameters subject to
(1). The focus of this paper is not only providing a
Boolean answer to (1), but finding an efficient linear
encoding, so (1) can be added to the constraints
of a (potentially mixed-integer) linear/quadratic pro-
gram.

The complexity of writing (1) as linear con-
straints heavily depends on how the inbody and
the circumbody are represented. In general, there
are two fundamental ways to represent a polytope:
representation by hyperplanes (H-polytope), or rep-
resentation by vertices (V-polytope). H-polytopes
are almost always preferred in high dimensions as
the number of vertices is often very large. For
example, a box in n dimensions has 2n hyperplanes,
but 2n vertices. There exist several algorithms for
conversions between H-polytopes and V-polytopes
[6], [7], but their worst-case complexities are expo-
nential in the number of dimensions, making it often
impractical to navigate between H-polytopes and V-
polytopes beyond 2 or 3 dimensions. Therefore, we
do not focus on V-polytopes in this paper.

A. Problem Statement

We consider the following generic form of (1),
where

X = x̄+XPx,Y = ȳ + Y Py, (2)

where x̄, ȳ ∈ Rn, X ∈ Rn×nx , Y ∈ Rn×ny , and
Px ⊂ Rnx ,Py ⊂ Rny are given H-polytopes. In other
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words, X and Y are affine transformations of H-
polytopes, which we refer to as AH-polytopes. AH-
polytopes are very expressive. For example, one can
write Minkowski sums and convex hulls of multiple
H-polytopes as an AH-polytope. Zonotopes, which
are widely used in estimation and control theory [8],
[9], are affine transformations of boxes. While one
can use a quantifier elimination method, such as the
Fourier-Motzkin elimination method [10], to find
the H-polytope form of an AH-polytope, it may lead
to an exponential number of hyperplanes. We desire
to cast (1) using (2) without explicitly computing
H-polytope forms of X or Y.

B. Main Contributions
Using convex analysis [11], [12], we provide

a set of linear constraints that provide sufficient
conditions for (1). We show that the conditions
become necessary when Y in (1) has a left-inverse.
We provide interpretations for the conservativeness
of our sufficient conditions. In our examples, we
empirically find that the conservativeness is very
small for zonotope containment problems. We also
provide necessary and sufficient conditions when
disjunctions of multiple instances of (1) for the
same X and different H-polytope circumbodies are
given. We show applications of our results on
several problems for which existing methods are
not satisfactory. We provide alternative methods for
computing Hausdorff distance between polytopes,
zonotope order reduction [13], inner approximation
of orthogonal projections, and built upon our prior
work in [14] to compute explicit model predictive
control (MPC) schemes for constrained hybrid sys-
tems.

Software: The scripts of our results are available
in a python package called pypolycontain 1. It
consists of a library of practically useful versions of
(1) encoded as (mixed-integer) linear constraints so
they can be added to an optimization problem using
Gurobi [15].

C. Related Work
The polytope containment problem drew atten-

tion in the mathematics and optimization literature
decades ago. Containment problems for convex sets
are closely related to their dual characterization,

1Available in github.com/sadraddini/pypolycontain

support functions, and polar sets [12], [16]. Con-
tainment is also closely related to the S-lemma
(or S-procedure) [17], which is often used for
implications of quadratic inequalities. Freund and
Orlin [1] studied the polytope containment problem
for H-polytopes and V-polytopes, and proved that
deciding if a H-polytope is contained within a V-
polytope is co-NP-complete. The remaining three
combinations (H-polytope inside H-polytope, V-
polytope inside H-polytope, and V-polytope inside
V-polytope) can be decided in polynomial time.
Grittzman and Klee [18] studied a broad range of
polytopic containment problems, with a particular
focus on finding the inner and outer radius of H-
polytopes and V-polytopes, as well as parallelotopes
(a limited family of zonotopes). However, they did
not report results on polytopic containment prob-
lems for zonotopes and other affine transformations
of H-polytopes. The authors in [19] extended the
work in [1] with 5 new cases where the inbody or
circumbody could be spectrahedra - convex bodies
that characterize the feasible set of semidefinite
programs. Tiwary [20] showed that the deciding
whether an H-polytope is equivalent to the convex
hull or the Minkowski sum of two H-polytopes
is NP-complete. The proof relied on the fact that
such a decision problem must involve vertex/facet
enumeration. More recently, Kellner [21] proved
that polytope containment problem for projections
of H-polytopes is also NP-complete, and cast (2)
as a bilinear optimization problem, which can be
solved using sequential semidefinite programs. This
paper provides linear sufficient conditions for this
problem. In the controls literature, the polytope
containment problem is relevant to proving cor-
rectness of the controllers, and various versions of
(2) have been applied for designing robust control
invariant sets and tube model predictive controllers
[22], [23]. The authors in [5] proposed a sufficient
condition for a special case of zonotope containment
problems, which were used to compute backward
reachable sets of dynamical systems. Here we show
that for the special case in [5], necessary and
sufficient conditions actually exist, while we provide
a sufficient result for general zonotopes.

D. Organization

This paper is organized as follows. In Section
II, we provide the necessary notation and formalize

github.com/sadraddini/pypolycontain


the terms used in this paper. We provide the main
result in Section III. Next, we focus on special
cases of Zonotopes, Minkowski sums, convex hulls,
and disjunctive containment problems in Section IV.
Examples are provided throughout the paper, as well
as a case study on explicit model predictive control
in Section V-D.

II. PRELIMINARIES

The set of real and non-negative real numbers are
denoted by R and R+, respectively. Given matrices
A1, A2 of appropriate dimensions, we use [A1, A2],
(A1, A2), and blk(A1, A2) to denote the matrices
obtained by stacking A1 and A2 vertically, horizon-
tally, and block-diagonally, respectively. Given S ⊂
Rn and A∈RnA×n, we interpret AS as {As|s ∈ S}.
Given two sets S1,S2 ⊂ Rn, their Minkowski sum
is denoted by S1⊕ S2 = {s1 + s2|s1 ∈ S1, s2 ∈ S2}.
Given s ∈ Rn, s+S is interpreted as {s}⊕S. Given
sets Si ⊂ Rn, i = 1, · · · , N , their convex hull is
defined as:

Convexhull({Si}i=1,··· ,N) =
N⊕
i=1

λiSi, (3)

where λi ≥ 0, i = 1, · · · , N and
∑N

i=1 λi = 1.
Given matrix A, we use range(A) and ker(A)

to denote its column-space and null-space, and
A′ and A† to denote its transpose and Moore-
Penrose inverse, respectively. The matrix |A| is the
matrix obtained by taking the absolute values of
A, element-wise. The infinity norm of matrix A is
denoted by ‖A‖∞, which is the maximum absolute
row sum. The identity matrix and the vector of all
ones are denoted by I and 1, where the dimension
is unambiguously interpretable from the context. All
matrix inequality relations are interpreted element-
wise in this paper.

A polyhedron P ⊂ Rn is a set that can be
represented as the intersection of a finite number of
closed half-spaces in the form P = {x ∈ Rn|Hx ≤
h}, where H ∈ RnH×n, h ∈ RnH define the hyper-
planes. A bounded polyhedron is called a polytope.
Polytopes are closed under affine transformations,
Minkowski sums, convex hulls, and intersections.
Definition 1 (H-Polytope). [24] An H-polytope P
is a polytope which its hyperplanes are available:
P = {x ∈ Rn|Hx ≤ h}, ker(H) = {0}, where
n is the dimension of the polytope and H, h are

matrices defining the hyperplanes with appropriate
dimensions.
Definition 2 (AH-polytope). An AH-polytope X ⊂
Rn is a polytope that is given as an affine transfor-
mation of an H-polytope P ⊂ Rm, X = x̄ + XP,
where X ∈ Rn×m, x̄ ∈ Rn.

As mentioned earlier, converting an AH-polytope
to its equivalent H-polytope may have an exponen-
tial complexity. The special case in which conver-
sion is simple is when X has a left inverse, in which
case we have:
{x̄+Xx|Hx ≤ h}
= {y ∈ Rn|HX†y ≤ h+HX†x̄}, X†X = I.

(4)
Given two H-polytopes Pi = {x ∈ Rn|Hix ≤

hi}, i = 1, 2, their intersection can be easily repre-
sented as the following H-polytope: P1∩P2 = {x ∈
Rn|[H1, H2]x ≤ [h1, h2]}. However, the H-polytope
form of P1 ⊕ P2 is not easy to obtain. Unlike
H-polytopes, AH-polytopes are suitable for affine
transformations and Minkowski sums, while the
case of intersections is less trivial but still possible.
Let Xi = x̄i + XiPi,Pi = {z ∈ Rni |Hiz ≤ hi}, i =
1, 2, Xi ∈ Rn×ni , x̄i ∈ Rn, be two AH-polytopes.
Note that, similar to H-polytopes, multiple AH-
polytopes can represent the same polytope.
• (Affine transformation) Given g ∈ Rq, G ∈
Rq×n, we have:

G(x̄+XP) + g = (Gx̄+ g) +GXP. (5)

• (Minkowski Sum) We have the following rela-
tion:

(x̄1+X1P1)⊕(x̄2+X2P2) = x̄1+x̄2+(X1, X2)P⊕,
(6)

where

P⊕ = {z ∈ Rn1+n2| blk(H1, H2)z ≤ [h1, h2]}.

• (Intersection) from x̄1 + X1p1 = x̄2 + X2p2
we obtain p2 = X†2(X1p1 + x̄1 − x̄2) + (I −
X†2X2)w,w ∈ Rn2 . Therefore, we have the
following relation:

(x̄1 +X1P1) ∩ (x̄2 +X2P2) = (X1, 0)P∩, (7)

where

P∩ = {z ∈ Rn1+n2|[(H1, 0), (H2X
†
2X1, I −X†2X2)]z

≤ [h1, h2 +X†2(x̄2 − x̄1)]}.
Definition 3 (Unit Box). The n-dimensional unit
box, or the unit ball corresponding to L∞ norm,



denoted by Bn, is defined as Bn := {x ∈
Rn| |x‖∞ ≤ 1}. Its H-polytope form is Bn = {x ∈
Rn|[I,−I]x ≤ 1}.
Definition 4 (Full-Dimensional Polytope). A poly-
tope P ⊂ Rn is full-dimensional if there exists
x̄ ∈ P, ε > 0, such that x̄+ εBn ⊂ P.
Definition 5 (Zonotope). A zonotope Z is a polytope
that can be written as an affine transformation of the
unit box Z := 〈x̄, X〉 = x̄+XBnx , where x̄ ∈ Rn is
the center and X ∈ Rn×nx is the generator matrix.
The zonotope order is defined as nx

n
.

Zonotopes are a special case of AH-polytopes.
An appealing feature of zonotopes is its operational
convenience with Minkowski sums:

〈x̄1, X1〉 ⊕ 〈x̄2, X2〉 = 〈x̄1 + x̄2, (X1, X2)〉.

In practice, most zonotopes have order greater than
one. Finding the H-polytope version of a zonotope
requires facet enumeration, which its worst-case
complexity is exponential in n and nx [25], the
number of rows and columns of the generator,
respectively.

III. MAIN RESULTS

In this section, we provide the main result of
this paper in Theorem 1. First, we restate the well-
known result on H-polytope in H-polytope contain-
ment.
Lemma 1 (H-Polytope in H-Polytope). Let X =
{x ∈ Rn|Hxx ≤ hx},Y = {y ∈ Rn|Hyy ≤ hy} ⊂
Rn, Hx ∈ Rqx×n, Hy ∈ Rqy×n. We have X ⊆ Y if
and only if

∃Λ ∈ Rqy×qx
+ such that ΛHx = Hy,Λhx ≤ hy.

(8)

Proof. The conditions in (8) are equivalent to X
being contained within each closed half-space of
the hyperplanes in Y. This condition is verified by
checking qy inequalties:

max
x∈X

Hy,ix ≤ hy,i, i = 1, · · · , qy, (9)

where Hy,i is the i’th row of Hy (the same notation
applies to hy). By writing the dual of the left hand
side in (9), we arrive at

min
ui∈Rqx

+ ,u′iHx=Hyi

u′ihx ≤ hy,i, i = 1, · · · , qy, (10)

which is equivalent to ∃ui ∈ Rqx
+ , u

′
iHx = Hyi, such

that u′ihx ≤ hy,i. Let Λ = [u′1, u
′
2, · · · , u′qy ], and (8)

immediately follows.

Instead of solving qy linear programs in (9), each
with n variables and O(qx) constraints, we can solve
one linear program in (8) with O(qxqy) variables
and constraints. In many cases, the former is more
efficient. However, there is merit in (8) as it can
be added to a mathematical program to encode
X ⊆ Y. Note that (8) is lossless - it is necessary
and sufficient. Now we state the main result of this
paper.
Theorem 1 (Sufficient Conditions for AH-polytope
in AH-polytope). Let X = x̄+XPx,Y = ȳ + Y Py,
where Px = {x ∈ Rnx|Hxx ≤ hx} is a full-
dimensional polytope, Py = {y ∈ Rny |Hyy ≤ hy},
where qx, qy are number of rows in Hx and Hy,
respectively. Then we have X ⊆ Y if:

∃Γ ∈ Rny×nx ,∃β ∈ Rny ,∃Λ ∈ Rqy×qx
+ (11)

such that the following relations hold:

X = Y Γ, ȳ − x̄ = Y β, (12a)

ΛHx = HyΓ,Λhx ≤ hy +Hyβ. (12b)

Proof. Since we do not have the hyperplanes of
the circumbody, we need to specify the argument
similar to (9) for all directions in Rn. Therefore,
X ⊆ Y is equivalent to:

∀c ∈ Rn,max
x∈Px

c′(x̄+Xx) ≤ max
y∈Py

c′(ȳ+ Y y). (13)

We write the dual of the right hand side to arrive
at:

max
x∈Px

c′(x̄+Xx) ≤ min
u∈Rqy

+ ,u′Hy=c′Y
u′hy + c′ȳ. (14)

Since minimum of the right-hand side set is greater
than the maximum of the left-hand side set, it
implies that any element of the right-hand side set is
greater than any element of the left-hand side set.
Therefore, ∀c ∈ Rn, ∀u ∈ Rqy

+ , u
′Hy = c′Y, ∀x ∈

Px, we must have the following relation:

u′hy + c′ȳ ≥ c′Xx+ c′x̄. (15)

First, we show that the parametrization in (12a)
is always possible when X ⊆ Y and Px is full
dimensional. There exists p0x ∈ Px, ε > 0, p0y ∈ Py
such that

x̄+Xp0x = ȳ + Y p0y, x̄+X(p0x + εBnx) ⊂ Y,



which implies that x̄+X(p0x+εei) = ȳ+Y (p0y+γi),
for some γi ∈ Rny , i = 1, · · · , nx, where ei is the
unit vector in the i’th Cartesian direction. Therefore,
Xei = Y γi, i = 1, · · · , nx. Thus, all columns of X
lie in range(Y ). Moreover, ȳ − x̄ = Xp0x − Y x̄,
which also implies that ȳ − x̄ ∈ range(Y ).

Now substitute ȳ − x̄ with Y β and X with Y Γ,
and finally c′Y with u′Hy in (15) to obtain:

∀u ∈ Rqy
+ ,∀c ∈ Rn, u′Hy = c′Y, ∀x ∈ Px,
u′(hy +Hyβ −HyΓx) ≥ 0.

(16)

Until this point, every relation is necessary and suf-
ficient for X ⊆ Y. The conditions in (16) is bilinear
in u and x. Furthermore, HyΓ is not necessarily
positive definite, so we can not efficiently find the
minimum in (16) and check if it is non-negative.
Notice that c does not appear directly in the bilinear
expression, but we have u′H = c′Y . Even though c
is allowed to take all values in Rn, u is restricted -
we postpone its characterization to the next theorem.

By dropping u′H = c′Y , u becomes only
constrained to be non-negative, which means that
Hy + Hyβ − HyΓx ≥ 0 for all x ∈ Px. Define
H-polytope Q := {z ∈ Rny |HyΓz ≤ hy + Hyβ}.
This means that any point in Px is also in Q,
or Px ⊆ Q. Therefore, from Lemma 1 we have
ΛHx = HyΓ,ΛHx ≤ Hy + Hyβ,Λ ≥ 0, and the
proof is complete.

It is worth to note that Theorem 1 has the
following geometrical interpretation. It implies that

− β + ΓPx ⊆ Py. (17)

By left multiplying both sides in (17) by Y , X ⊆ Y
is established.

Before moving to the necessary conditions, we
remark that (16) is a generalized form of the condi-
tions reported in [21], where the authors considered
containment problems for orthogonal projections of
polytopes. Note that u is restricted to a cone that is
the intersection of positive orthant and the linear
subspace given by {u ∈ Rqy |H ′yu ∈ range(Y )}.
Enumerating all the extreme rays of this cone is
not possible in polynomial time. The main idea
in Theorem 1 is avoiding the bilinear terms using
parameterization in (12a) and then relaxing u to
be in the positive orthant. The conservativeness can
also be interpreted as replacing a cone in the positive
orthant by the positive orthant itself (a larger cone
that does not depend on Hy and Y ). Now we

state a sufficient condition in which (12) becomes
necessary.
Theorem 2. The conditions in (12) is necessary if

range(H ′†y Y
′)⊕ ker(H ′y) = Rqy . (18)

Proof. Since u′Hy = c′Y and c taking all possible
values in Rn, we have u ∈ range(H ′†y Y

′)⊕ker(H ′y)∩
Rqy

+ . If the subspace range(H ′†y Y
′) ⊕ ker(H ′y) is

actually the whole space, then u only becomes
constrained by u ∈ Rqy

+ . Thus, u′Hy = c′Y can
be safely dropped without any loss.

We now provide a sufficient condition for (18) to
hold.
Corollary 1. The conditions in (12) are necessary
and sufficient if Y has a left-inverse, i.e. it has
linearly independent columns.

Proof. If Y has linearly independent columns, then
ker(Y ) = {0}, or Y ′ has linearly independent
rows. Therefore, range(H ′†y Y

′) = range(H ′†y ). Then
by rank-nullity theorem of linear algebra, we have
range(H ′†y )⊕ ker(H ′y) = Rqy .

Corollary 2. The AH-polytope in H-polytope con-
tainment problem can be decided in polynomial
time.

Proof. This is a special case of Corollary 1 with
Y = I , which reduces to the linear program in (12),
which is lossless.

Corollary 1 is not surprising as it was already
mentioned that if Y has a left inverse, one can
replace Y Py by H-polytope Q = {z ∈ Rn|HyY

†z ≤
hy}. Corollary 2 is a known result in the literature.
A version was derived in [21]. It can also be proved
using other techniques in basic convex analysis [12].
The authors in [22] also derived linear encodings
for a specific version of AH-polytope in H-polytope
containment.
Remark 1. It is worth to note that while Λ,Γ, β
are the decision variables in (12), X and x̄ do
appear linearly with respect to these variables, while
Hx, Hy and Y appear in bilinear terms with Λ,Γ, β.
This observation has practical virtues. It implies that
one can consider x̄, X as decision variables and still
cast the containment problem as linear constraints.
This is particularly useful when X ⊆ Y is one of
the constraints of a (possibly mixed-integer) convex
program. For instance, we exploit this fact in Sec-
tion. V-D to synthesize trajectories of AH-polytopes



(parameterized with multiple instances x̄, X) that
end within a given polytope Y subject to mixed-
logical dynamical [26] constraints.

IV. SPECIAL CASES: ZONOTOPES, MINKOWSKI
SUMS, CONVEX HULLS, AND DISJUNCTIVE

CONTAINMENT

In this section, we elaborate on the usefulness
of Theorem 1 for a number of practically relevant
special cases. For the ease of readability, we adopt
the notation convention used throughout Section III,
unless stated otherwise, in the rest of the paper.

A. Zonotopes

Theorem 3 (Zonotope in Zonotope Containment).
We have〈x̄, X〉 ⊆ 〈ȳ, Y 〉, X ∈ Rn×nx , Y ∈ Rn×ny ,
if there exists Γ ∈ Rny×nx , β ∈ Rny such that:

X = Y Γ, ȳ − x̄ = Y β, ‖(Γ, β)‖∞ ≤ 1. (19)

Proof. Using (12), we have (i) Λ[I,−I] =
[I,−I]Γ,Λ ≥ 0,Λ1 ≤ 1 + [I,−I]β, and (ii)
X = Y Γ, ȳ − x̄ = Y β. We need to show that the
existence of Λ ∈ R2ny×2nx

+ such that (i) holds is
equivalent to ‖(Γ, β)‖∞ ≤ 1.

Let Λ = [(Λ1,Λ2), (Λ3,Λ4)],Λi ∈ Rny×nx

+ , i =
1, 2, 3, 4. Then we have:

Λ1 − Λ2 = Λ4 − Λ3 = Γ, (20a)

(Λ1 + Λ2)1− β ≤ 1, (Λ3 + Λ4)1 + β ≤ 1. (20b)

Since all entries in Λ are non-negative, from (20a)
we have |Γ| ≤ Λ1 + Λ2 and |Γ| ≤ Λ3 + Λ4, which
by replacing in (20b) we obtain |Γ|1 − β ≤ 1 and
|Γ|1 + β ≤ 1. Thus, |Γ|1 + |β| ≤ 1⇔ ‖(Γ, β)‖∞ ≤
1, and the proof is complete.

Example 1. Consider two zonotopes in R2:

x̄ =

(
0
1

)
, X =

(
1 0 0 1 1
0 −1 0 −1 −3

)
,

ȳ =

(
1
0

)
, Y =

(
1 0 1 1 1 2
0 1 1 −1 3 −2

)
.

The containment of Zx ⊆ Zy is verified by Theorem
(3) and is also illustrated in Fig. 1 [Left]. If we
drop the last column from Y , containment no longer
holds, which follows from the infeasibility of (19)
and is also shown in Fig. 1 [Right].

Fig. 1. Example 1: Zonotope Containment Problem: [left] Zx ⊆ Zy ,
[Right] Zx 6⊆ Z∗y , where the last column of Y is dropped.

On the Conservativeness of Theorem 3: Per-
haps surprisingly, we found that Theorem 3 is often
lossless. We found manually searching for a coun-
terexample, where containment holds but Theorem 3
fails to verify it, to be non-trivial. It remains an open
problem whether a lossless condition for zonotope
containment without relying on vertex/hyperplane
enumeration exists.

In order to characterize conservativeness, given
zonotopes Zx and Zy, we enumerate the vertices
of Zx - there are at most 2nx of them, where nx
is the number of columns in X . Then we solve
two linear programs: I) the maximum λlossless such
that all the vertices of λlosslessZx are inside Zy, and
II) the maximum λTheorem 3 such that (19) holds for
λTheorem 3Zx ⊆ Zy. We introduce the loss function

loss = (λlossless − λTheorem 3)/λlossless. (21)

If loss = 0 for a certain zonotope containment
problem, then Theorem 3 does not introduce any
conservativeness.

We randomly generated over 10000 zonotopes in
Rn, n = 3, · · · , 10, with random number of gen-
erator columns (uniformly sampled between n and
12) for the inbody and the circumbody, and random
values of generator matrix entries uniformly and
independently chosen between −1 and 1, and per-
formed a statistical analysis. The loss was smaller
than 0.01 for nearly 98% of the zonotopes. The
histogram of loss values for all zonotopes is shown
in Fig. 2 [Left], and for different dimensions in Fig.
2 [Right]. The histogram is so skewed toward large
numbers of zonotopes with small loss values that we
used logarithmic scale for meaningful illustration.
We observed a trend, albeit not very strong, of loss
values getting larger with zonotope dimension n. We
never observed a loss greater than 0.1. We intuitively
expect that at very high dimensions (n > 10),
the loss may be significant, but verifying this fact



Fig. 2. Histograms of Loss values for Theorem 3

requires zonotope vertex/hyperplane enumeration,
which is not possible for very large values of n.

With a randomized search over rational gener-
ators, we found the following counterexample in
n = 3. We never found a counterexample with
n = 2.
Example 2. Consider two zonotopes in R3 with
centroids at origin:

X =

 5 −1 2
−4 −2 2
4 −1 −4

 ,

Y =

 4 0 −4 1 0
−3 0 0 4 1
1 −4 −5 −1 −3

 .

One can verify Zx ⊆ Zy through checking all
the vertices of Zx. However, Theorem 3 fails to
establish containment as (19) is infeasible. However,
feasibility is gained by scaling Zx by 0.9915. The
loss for this case is 0.0085.
Remark 2. The authors in [5] provided a sufficient
condition based on linear matrix inequalities (LMI)
for the zonotope containment problem in which the
zonotopes were in their infinity-norm representation
as Z = {x ∈ Rn|‖H(x − x̄)‖∞}. However, in this
case, the H-polytope form of zonotopes is already
available as Z = {x ∈ Rn|[I − I]H(x − x̄) ≤
1}. Therefore, Lemma 1 provides necessary and
sufficient conditions for this restricted classes of
zonotopes and a sufficient condition based on an
LMI characterization is not required.

B. Minkowski Sums
Minkowski sums of polytopes are widely used

in computational geometry, collision detection, and
robust control. For example, the set of reachable
states of an uncertain dynamical system can be char-
acterized as the Minkowski sum of set-valued uncer-
tain effects accumulated over time. The Minkowski

sum of multiple H-polytopes can be rewritten as
an AH-polytope. For example, let P1 = {x ∈
Rn|H1x ≤ h1},P2 = {x ∈ Rn|H2x ≤ h2}, be two
H-polytopes. Then P1 ⊕ P2 is equivalent to:

P1 ⊕ P2 = (I, I)Psum, (22)

where Psum = {z ∈ R2n|Hsumz ≤ hsum}, and

Hsum =

(
H1 0
0 H2

)
, hsum =

(
h1
h2

)
.

If the Minkowski sum is the inbody, we know from
Corollary 2 that there exists a lossless encoding. The
following result was also reported in [22].
Proposition 1 (Minkowski sum as the inbody). We
have x̄ +

⊕N
i=1XiPx,i ⊆ Py, if and only if the

∃Λi ∈ Rqy×qx,i
+ , i = 1, · · · , N , such that the fol-

lowing conditions hold:

ΛiHx,i = HyXi, i = 1, · · · , N,
N∑
i=1

Λihx,i ≤ hy −Hyx̄.

(23)
The case of Minkowski sum being the circum-

body is more complicated. We want to encode
Px ⊆ P1 ⊕ P2. Using Theorem 1, we arrive at the
following conditions:

I = (I, I)Γ, 0 = (I, I)β,
ΛHx = HsumΓ,Λhx ≤ hsum +Hsumβ.

By writing Γ = [Γ1,Γ2], β = [β1, β2],Λ = [Λ1,Λ2],
we have the following relations:

ΛiHx = HiΓi,Λihx ≤ hi +Hiβi, i = 1, 2.

This solution has a geometrical interpretation. It
implies there exists Xi ⊆ Pi, i = 1, 2, where
Xi = −βi + ΓiPx. In other words, two affine
transformations of Px exist, one in P1 and the
other in P2, such that the sum of the transformation
matrices equals I and their offsets add up to zero.
This idea can be generalized to N polytopes.
Proposition 2 (Minkowski Sum as the Circumbody).
Let N + 1 polytopes Px,Py,i ⊂ Rn, i = 1, · · · , N,.
Then

x̄+XPx ⊆
N⊕
i=1

(ȳi + YiPy,i)

if there exists Λi, βi,Γi, i = 1, · · · , N , with appro-
priate sizes from (12), such that
ΛiHx = Hy,iΓi,Λihx ≤ hy,i +Hy,iβi, i = 1, · · · , N,

N∑
i=1

ȳi − Yiβi = x̄,
N∑
i=1

YiΓi = X.

(24)



Fig. 3. Example 3: [Top Left] Two H-polytopes P1,P2 [Top Right]
P1⊕P2 [Bottom Left] 0.66(P1⊕P2) [Bottom Right] Decomposition
of Polytopes Γ1P1 + x̄1 ⊆ P1 and Γ2P1 + x̄2 ⊆ P2 (both shown in
blue) such that Γ1 + Γ2 = I and x̄1 + x̄2 = 0.

Proof. The proof follows from writing⊕N
i=1 YiPy,i as (Y1, · · · , YN)Psum, where Hsum =

blk(Hy,1, · · · , Hy,N) and hsum = [hy,1, · · · , hy,N ].
The rest of the proof follows from Theorem 1.

The condition in Proposition 2 is conservative.
Otherwise, we would have been able to verify
Px = P1 ⊕ P2 for H-polytopes in polynomial time,
a problem that is proven to be NP-complete [20].
However, the result may still be useful depending on
the application. For example, the trivial proposition
Pi ⊆ P1 ⊕ P2, i = 1, 2 always follows from
Proposition 2 when P1 and P2 contain the origin.
The next example demonstrates the limitations of
Proposition 2.
Example 3. Consider two H-polytopes in R2, P1 =
{[x1, x2]|x1 + x2 ≤ 1,−x1 + x2 ≤ 1, x2 ≥ 0]}, a
triangle, and P2 = {[x1, x2]||x1| ≤ 0.1,−1 ≤ x2 ≤
0]}, a box stretching from [0,−1] to [0, 0] with width
0.1 - see Fig. 3 [Top Left]. Let Psum = P1 ⊕ P2.
For this 2D example, it is easy to enumerate the
hyperplanes of Psum. Proposition 2 fails to establish
Psum ⊆ P1⊕P2, but it verifies λPsum ⊆ P1⊕P2 for
λ ≤ 0.68, which manifests the loss of Proposition
2. The decomposed H-polytopes, as described in
Proposition 2, are illustrated in Fig. 3.

C. Convex hulls

Enforcing containment for convex hulls is use-
ful when the desired property is closely related
to convexity. When the convex hull of multiple
polytopes is the inbody, the containment problem
becomes straightforward as it basically implies that

each polytope is an inbody itself - we obtain a
series of polytope containment problems. However,
when the convex hull is the circumbody, there is a
significant departure in the complexity. Note that
H-polytope in V-polytope containment, a co-NP-
complete problem, is a special case of the convex
hull being the circumbody, where each point can be
represented as a singular H-polytope.
Proposition 3 (Convex Hull of H-polytopes as the
Circumbody). Given N + 1 polytopes Px,Py,i, i =
1, · · · , N , we have

x̄+XPx ⊆ Convexhull({Py,i}i=1,··· ,N)

if there exists Λi ≥ 0, λi ≥ 0, βi,Γi, i = 1, · · · , N ,
such that

ΛiHx = Hy,iΓi,Λihx ≤ λihy,i +Hy,iβi, i = 1, · · · , N,
N∑
i=1

λi = 1,
N∑
i=1

−βi = x̄,
N∑
i=1

Γi = X.

(25)

Proof. The convex hull is an AH-polytope as fol-
lows:

Convexhull({Py,i}i=1,··· ,N) = (I, · · · , I, 0, · · · , 0)Phull,

where Hhull = [(blk(Hy,1, · · · , Hy,N),− blk(hy,1, · · · , hy,N)),
(0,−I), (0, 1′), (0,−1′)], and
hhull = [0, · · · , 0, 1, 1]. Let
Γ = [Γ1, · · · ,ΓN , γ1, · · · , γN ], β =
[β1, · · · , βN ,−λ1, · · · ,−λN ], and Λ =
[Λ1, · · · ,ΛN , η1, · · · , ηN , ζ1, ζ2]. Then the following
relations satisfy Theorem 1:

X =
N∑
i=1

Γi,−x̄ =
N∑
i=1

βi,

ΛiHx = Hy,iΓi − hy,iγi, ηiHx = −γi,
Λihx ≤ λihy,i +Hy,iβi, ηihx ≤ λi, i = 1, · · · , N,

ζ1Hx =
N∑
i=1

γi, ζ2Hx = −
N∑
i=1

γi,

ζ1hx ≤ 1−
N∑
i=1

λi, ζ2hx ≤ −1 +
N∑
i=1

λi.

A possible solution is γi, ηi = 0, i = 1, · · · , N, ζ1 =
ζ2 = 0. Thus, the relations above yield λi ≥
0, i = 1, · · · , N , and

∑N
i=1 λi = 1, and the proof

is complete.

Note that Proposition 2 is a special case of
Proposition 3 with λi = 1, i = · · · , N , while



dropping the constraint
∑N

i=1 λi = 1. Proposition
3 also has the following geometrical interpretation:

− βi + ΓiPx ⊆ λiPy,i. (26)

We use (26) to generalize Proposition 3 to the
convex hull of AH-polytopes. The reason that we
present Proposition 3 independently, and not as a
special case of the following result, is explained in
Sec. IV-D. First, we state the following simple yet
useful lemma.
Lemma 2. Given S ⊂ Rn and matrices A1, · · · , AN
with appropriate dimensions, the following relation
holds:

(
N∑
i=1

Ai)S ⊆
N⊕
i=1

AiS. (27)

Proof. Straightforwardly follows from the defini-
tions.

Note that by taking the Minkowski sums of both
sides in (26) over i = 1, · · · , N , and using Lemma
2, (25) follows.
Corollary 3 (Convex Hull of AH-Polytopes as the
Circumbody). Given N + 1 polytopes Px,Py,i, i =
1, · · · , N , then

x̄+XPx ⊆ Convexhull({ȳi + YiPy,i}i=1,··· ,N)

if there exists Λi ≥ 0, λi ≥ 0, βi,Γi, i = 1, · · · , N ,
such that

ΛiHx = Hy,iΓi,Λihx ≤ λihy,i +Hy,iβi,

i = 1, · · · , N, (1, x̄, X) =
N∑
i=1

(λi, λiȳi − Yiβi, YiΓi).

(28)

Proof. Consider N polytopes x̄i + XiPx, i =
1, · · · , N , such that:

x̄i +XiPx ⊆ λi(ȳi + YiPy,i). (29)

By taking the Minkowski sum of both sides,
we have, by the virtue of Lemma 2,

∑N
i=1 x̄i +

(
∑N

i=1Xi)Px ⊆ Convexhull({ȳi + YiPy,i}i=1,··· ,N).
It suffices to have (x̄, X) =

∑N
i=1(x̄i, Xi) and

apply Theorem 1 to (29). Replace λPy,i by {y ∈
Rni |Hy,iy ≤ λihy,i}. We have λiȳi − x̄i = Yiβi
and Xi = YiΓi,ΛiHx = Hy,iΓi, and Λihx ≤
λihy,i + Hy,iβi. With some algebraic manipulation
for substituting Xi and x̄i, (28) follows.

While Corollary 3 provides a sufficient condition,
it may be very conservative. In the extreme case

where Py,i = {0}, i = 1, · · · , N , the problem
reduces to AH-polytope in V-polytope containment
problem. It follows from (26) that (28) returns
infeasibility unless the inbody is a point and is in
the convex hull of the circumbody points ȳi, i =
1, · · · , N - the loss is 100% as no volumetric inbody
can be considered.

D. Disjunctive Polytope Containment Problem

Proposition 2 and Proposition 3 are special cases
of Theorem 1. However, Proposition 3, in particular,
leads to a useful necessary and sufficient conditions
for a class of disjunctive containment problems,
which is stated in this section. This problem has
strong relevance to encoding logical phenomena
such as those in hybrid systems.
Proposition 4 (Disjunctive Containment Problem).
Given N + 1 polytopes Px,Py,i, i = 1, · · · , N , then
we have

N∨
i=1

(x̄+XPx ⊆ Py,i) (30)

if and only if there exists Λi ≥ 0, δi ∈
{0, 1}, βi,Γi, i = 1, · · · , N , such that

ΛiHx = Hy,iΓi,Λihx ≤ δihy,i −Hy,iβi, i = 1, · · · , N,
N∑
i=1

δi = 1,
N∑
i=1

βi = x̄,
N∑
i=1

Γi = X.

(31)

Proof. (Sufficiency): let δi = 1 and δj = 0,∀j ∈
{1, · · · , N}\{i}. Then we have βj+ΓjPx ⊆ δjPy,j ,
which enforces Γj = 0,Λj = 0, and βj = 0
for ∀j ∈ {1, · · · , N} \ {i}, and establishes βi +
ΓiPx ⊆ Py,i and βi = x̄. (Necessity): if there exists
i ∈ {1, · · · , N} such that x̄i + XPx ⊆ Py,i, then
there exists Λi such that ΛiHx = Hy,iX,Λihx ≤
hy,i − Hy,ix̄. Then Λj = 0, βj = 0,Γj = 0,∀j ∈
{1, · · · , N} \ {i} must be a feasible solution for
(30).

An alternative way to encode (30) is using
Lemma 1 and big-M method. The main advan-
tage of Proposition 4 is that its binary relax-
ation yields the tightest feasible set, which is
Convexhull({Py,i}i=1,··· ,N). However, more vari-
ables and constraints are introduced by Proposition
4 than the big-M method. The performance of two
formulations is highly problem dependent, and there
is no clear winner. The interested reader is referred



to [27] for a detailed discussion of the various
mixed-integer formulations for hybrid systems. The
following consequences of Corollary 3 and Lemma
4 are tailored for zonotopes.
Corollary 4 (Zonotope in the Convexhull of Zono-
topes). Let 〈ȳi, Yi〉, i = 1, · · · , N , be N zonotopes.
Then we have

〈x̄, X〉 ⊆ Convexhull(
⋃

i=1,··· ,N

{〈ȳi, Yi〉}) (32)

if there exists Γi, βi, λi ≥ 0, i = 1, · · · , N , such that

‖(Γi|βi)‖∞ ≤ λi, i = 1, · · · , N,
N∑
i=1

λi = 1,
N∑
i=1

Yiβi + λiȳi = x̄,

N∑
i=1

YiΓi = X.

(33)
Corollary 5 (Disjunctive Containment of Zono-
topes). Let 〈ȳi, Yi〉, i = 1, · · · , N , be N zonotopes.
Then we have

N∨
i=1

(〈x̄, X〉 ⊆ 〈ȳi, Yi〉}) (34)

if there exists Γi, βi, δi ∈ {0, 1}, i = 1, · · · , N , such
that

‖(Γi|βi)‖∞ ≤ δi, i = 1, · · · , N,
N∑
i=1

δi = 1,
N∑
i=1

Yiβi + δiȳi = x̄,
N∑
i=1

YiΓi = X.

(35)

V. APPLICATIONS

In this section, we demonstrate the usefulness of
the results in this paper on applications in com-
putational convexity and problems encountered in
formal methods approach to control theory.

A. Polytopic Hausdorff Distance
Given a metric d : Rn × Rn → R, the Hausdorff

distance provides a metric for subsets of Rn, which
is defined as follows:

dH(S1,S2) := max{D12, D21}, (36)

where D12, D21 are given as:

D12 := sups2∈S2 infs1∈S1 d(s1, s2),
D21 := sups1∈S1 infs2∈S2 d(s1, s2).

(37)

D12 and D21 are known as directed distances, which
do not satisfy metric properties as it is possible to

have D21 6= D12. Note that Dij = 0 if and only if
Si ⊆ Sj , (i, j) ∈ {(1, 2), (2, 1)}. For compact sets,
the sup and inf in (37) can be replaced by max and
min, respectively, and dH(S1,S2) = 0 if and only if
S1 = S2.

The Hausdorff distance has applications in com-
puter vision [28] and set-valued control [29]. To the
best of our knowledge, all existing algorithms for
the exact computation of Hausdorff distances be-
tween polytopes rely on vertex enumeration. While
this is not a significant problem in computer vision,
where the dimensions are not greater than 2 or
3, it introduces computational bottlenecks in high
dimensional control applications. Using Proposition
2, we provide a linear programming approach to
compute an upper-bound for the Hausdorff distance
between two polytopes.

It is straightforward to show that, if S1,S2 are
compact sets, (36) can be written as:

dH(S1,S2) = max{ min
P1⊆P2⊕d1PBall

d1, min
P2⊆P1⊕d2PBall

d2},
(38)

where PBall is the unit ball in Rn corresponding to
the underlying norm. For 1-norm and ∞-norm, this
ball is a polytope. For Euclidean norm and other
norms, the ball has to be approximated by poly-
topes. There are methods to approximate Euclidean
norm ball by zonotopes. The approximation can be
made arbitrarily precise by increasing the zonotope
order [30]. We denote the polytope corresponding
to the unit ball in Rn by PBall = {x ∈ Rn|HBallx ≤
hBall}. We use Proposition 2 to convert (38) into a
linear program. The norm used in the examples in
this paper is ∞-norm.
Proposition 5. Given two AH-polytopes X1,X2 ⊂
Rn, where Xi = x̄i + XiPi,Pi = {z ∈ Rni|Hiz ≤
hi}, i = 1, 2, Xi ∈ Rn×ni , x̄i ∈ Rn, the following
linear program provides an upper-bound for their
Hausdorff distance:
min D
subject to Λ1H1 = H2Γ1,Λ2H1 = [I,−I]Γ2,

Λ1h1 ≤ h2 +H2β1
Λ2h1 ≤ DhBall +HBallβ2
Λ3H2 = H1Γ3,Λ3H4 = HBallΓ4,
Λ3h2 ≤ h2 +H1β3
Λ4h2 ≤ DhBall +HBallβ4
Λi ≥ 0, i = 1, 2, 3, 4,
x̄2 −X2β1 − β2 = x̄1, X2Γ1 + Γ2 = X1,
x̄1 −X1β3 − β4 = x̄2, X1Γ3 + Γ4 = X2.

(39)



TABLE I
SUMMARY OF RELATIONS. THE SHADED ROWS ARE CONTRIBUTIONS OF THIS PAPER.

Relation Linear Encoding (all Λ matrices are non-negative) Reference Lossless
Px ⊆ Py ΛHx = Hy, Λhx ≤ hy Lemma 1 X

x̄+XPx ⊆ Py ΛHx = HyX, Λhx ≤ hy −Hyx̄ Corollary 2 X
x̄+XPx ⊆ ȳ + Y Py X = Y Γ, ȳ − x̄ = Y β,ΛHx = HyΓ, Λhx ≤ hy +Hyβ Theorem 1 X
〈x̄, X〉 ⊆ 〈ȳ, Y 〉 X = Y Γ, ȳ − x̄ = Y β, ‖(Γ, β)‖∞ ≤ 1. Theorem 3 X

x̄+
N⊕
i=1

XiPx,i ⊆ Py ΛiHx,i = HyΓi, i = 1, · · · , N,
N∑
i=1

Λihx,i ≤ hy −Hyx̄. Proposition 1 X

x̄+XPx ⊆
N⊕
i=1

(ȳi + YiPy,i)

ΛiHx = Hy,iΓi,Λihx ≤ hy,i +Hy,iβi, i = 1, · · · , N,

(x̄, X) =
N∑
i=1

(ȳi − Yiβi, YiΓi).
Proposition 2 X

x̄+XPx ⊆ Convexhull({Py,i}i=1,··· ,N )

ΛiHx = Hy,iΓi,Λihx ≤ λihy,i +Hy,iβi, i = 1, · · · , N,

(1, x̄, X) =
N∑
i=1

(λi,−βi,Γi).
Proposition 3 X

x̄+XPx ⊆ Convexhull({ȳi + YiPy,i}i=1,··· ,N )

ΛiHx = Hy,iΓi,Λihx ≤ λihy,i +Hy,iβi, λi ≥ 0,

i = 1, · · · , N, (1, x̄, X) =
N∑
i=1

(λi, λiȳi − Yiβi, YiΓi).
Corollary 3 X

N∨
i=1

(x̄+XPx ⊆ Py,i)

ΛiHx = Hy,iXi,Λihx ≤ δihy,i −Hy,iβi, δi ∈ {0, 1},

i = 1, · · · , N, (1, x̄, X) =
N∑
i=1

(δi, βi, Xi).
Proposition 4 X

〈x̄, X〉 ⊆ Convexhull(
⋃

i=1,··· ,N{〈ȳi, Yi〉})
‖(Γi|βi)‖∞ ≤ λi, λi ≥ 0, i = 1, · · · , N,

(1, x̄, X) =
N∑
i=1

(λi, Yiβi + λiȳi, YiΓi).
Corollary 4 X

N∨
i=1

(〈x̄, X〉 ⊆ 〈ȳi, Yi〉})
‖(Γi|βi)‖∞ ≤ δi, δi ∈ {0, 1}, i = 1, · · · , N,

(1, x̄, X) =
N∑
i=1

(δi, Yiβi + δiȳi, YiΓi).
Corollary 5 X

Proof. Using (38), we have

dH(P1,P2) = min D
subject to X1 ⊆ X2 ⊕DPBall,

X2 ⊆ X1 ⊕DPBall,
(40)

where DPBall can be written as {x ∈ Rn|HBallx ≤
DhBall}. Using Proposition 2 and some algebraic
manipulation, we arrive at (39). Since Proposition
2 is a sufficient condition, the optimal D in (39)
satisfies the constraints in (40) is an upper bound
for dH(X1,X2).

The tightness of the upper bound provided by
Proposition 5 is as good as the necessity of Propo-
sition 2. Trivial cases are handled in a sensible way.
For example, X1 = X2 if and only if (39) returns 0.
Note that if lines corresponding to X2 ⊆ X1⊕DPBall

in (39) are removed, we arrive in an upper-bound
for the directed distance D12, which becomes zero
if and only if X1 ⊆ X2.
Example 4. Consider the zonotopes in Example 1. If
the last column of Y is dropped (see Fig. 1 [Right]).
Using Proposition 5 (which takes a simpler form for
zonotopes but we omit its derivation for brevity),

Fig. 4. Example 4: Computing Hausdorff distance between zono-
topes: [left] minimal ball added to Zx (red) to contain Z∗y (blue)
[Right] minimal ball added to Z∗y to contain Zx. The Hausdorff
distance is upper bounded by max(2, 3) = 3.

we obtain the following upper bounds D12 ≤ 2 and
D21 ≤ 3, so dH(Z∗y,Zx) ≤ 3. Augmented zonotopes
Zx ⊕D12B2 and Z∗y ⊕D21B2 are shown in Fig. 4.
Remark 3. An alternative characterization of the
Hausdorff distance can be made using support func-
tions of convex sets as follows:

dH(C1,C2) = max
c∈PBall

| max
x1∈C1

c′x1 − max
x2∈C2

c′x2|, (41)

where C1 and C2 are compact convex sets. Unfor-
tunately, |maxx1∈C1 c

′x1 − maxx2∈C2 c
′x2| is not a

concave function. A practical way to obtain an esti-
mate of dH(C1,C2) is to compute |maxx1∈C1 c

′x1−



maxx2∈C2 c
′x2| for a large number of values of

c sampled from the boundary of PBall, and take
the maximum. This provides a lower bound for
the Hausdorff distance, and was implemented in
[13] for computing the Hausdorff distance between
zonotopes. Proposition 5 provides an upper bound,
which is relatively tight in some applications as
suggested by the conservativeness of Theorem 3.

B. Zonotope Order Reduction

As mentioned earlier, Minkowski sums of zono-
topes have a very convenient representation. When
a large number of Minkowski sums is required,
the zonotope order can grow too large for practical
considerations. For example, the order of a zonotope
characterizing the reachable set of a discrete-time
dynamical system subject to zonotopic additive dis-
turbances constantly increases over time. Therefore,
it is desired to approximate a zonotope by another
zonotope of lower order. In many forward reachabil-
ity problems, outer-approximation preserves safety
properties. In other words, the lower order zonotope
must contain the original zonotope. Therefore, zono-
tope order reduction subject to outer-approximation
has got special attention in the controls literature
[8], [13], [31]. Proposed heuristics include meth-
ods based on interval-hulls, principal component
analysis (PCA), K-means clustering of generator
columns, and singular value decomposition (SVD).
Characterization of the approximation tightness is
non-trivial. The authors in [31] used volume ratio,
which its computation in high dimensions is prob-
lematic itself. The authors in [13] used Hausdorff
distance, but their method provided a lower-bound
by sampling vectors from the boundary of the unit
ball, as described earlier in Remark 3. Here we
use our results to formulate the zonotope order
reduction problem, both outer-approximation and
inner-approximation, as an optimization problem,
where the cost is an upper-bound for the Hausdorff
distance between the original and reduced zono-
topes.

Proposition 6 (Optimal Zonotope Order Reduction -
Outer Approximation). Given zonotope Z = 〈x̄, X〉,
with X ∈ Rn×nx , let the best reduced zonotope
Zred = 〈x̄, X∗red〉 be such that Z ⊆ Zred, where
X∗red ∈ Rn×nRedu.

x , nRedu.
x ≤ nx, be given by the opti-

mal solution to the following optimization problem:

X∗Redu. = arg min δ
subject to X = XRedu.Γ0,

XRedu. = XΓ1 + ∆,
‖[Γ0,Γ1]‖∞ ≤ 1,
‖∆‖∞ ≤ δ.

(42)

Then we have dH(Z,ZRedu.) ≤ δ∗, where δ∗ is the
optimal objective in (42).

Proof. The proof is based on Proposition 2
and Proposition 5. From Theorem 3, we have
〈0, Xred〉 ⊆ 〈0, X〉 ⊕ δ〈0, I〉 if XRedu. =
(X, δI)[Γ1,Γ2], where [Γ0,Γ1]‖∞ ≤ 1. Define new
variable ∆ := δΓ2, and we have ‖∆‖∞ ≤ δ, and
the rest of the proof is straightforward.

Corollary 6 (Optimal Zonotope Order Reduction -
Inner Approximation). Given zonotope Z = 〈x̄, X〉,
with G ∈ Rn×nx , let the best reduced zonotope
Zred = 〈x̄, X∗red〉 be such that Zred ⊆ Z, where
X∗red ∈ Rn×nRedu.

x , nRedu.
x ≤ nx, is given by the opti-

mal solution to the following optimization problem:

X∗Redu. = arg min δ
subject to XRedu. = XΓ0,

X = XRedu.Γ1 + ∆,
‖[Γ0,Γ1]‖∞ ≤ 1,
‖∆‖∞ ≤ δ.

(43)

Then we have dH(Z,Zred) ≤ δ∗, where δ∗ is the
optimal objective in (43).

One of the main advantages of Proposition (42)
and Corollary (43) is that the order of the reduced
zonotope is defined arbitrarily by the user. This is
contrast to a many available methods in [31] in
which reduced zonotopes of only specific orders can
be considered. Both (42) and (43) have a bilinear
matrix equality term, which makes the optimization
problem non-convex. Our solution is based on bi-
linear alternations, which requires an initial guess.
The methods described in [31] can be used for an
initial guess. Note that finding an initial feasible
solution to both (42) and (43) is straightforward -
let the zonotope to be very large (respectively, very
small) for outer (respectively, inner) approximation
- however finding a “good” initialization can be
difficult.
Example 5. We consider a 2D zonotope with order
6, i.e. 12 generators. We aim to find both the best
inner and outer approximations of order 2. In order



Fig. 5. Example 5: Optimization-based iterative zonotope order reduction by a factor of 3: [Top] Iterations of projected gradient decent
through SLP for order reduction subject to outer-approximation [Bottom] Iterations of bilinear alternation through SLP for zonotope order
reduction subject to inner-approximation.

to solve (42), we initialized X0
Redu. by a random

matrix R. Then we found a diagonal matrix D
with minimal sum of the squares of the diagonal
terms such that X = RDΓ0 is feasible for some
‖Γ0‖∞. Therefore, X0

Redu. = RD becomes a tight
initial guess. We multiplied X0

Redu. by 1.05 to break
tightness a little, and then solved the nonlinear op-
timization in (42) by finding the optimal changes in
the matrix XRedu.. Each iteration is a linear program
where a maximal change of 0.1 in each entry in
XRedu. is allowed, and the following approximation
is used to break the bilinearity:

X i+1
Redu.Γ

i+1
0 ≈ (X i+1

Redu. −X
i
Redu.)Γ

i
0 +X i

Redu.Γ
i+1
0 ,

where i ∈ N is the index of iterations. The iterations
are shown in Fig. 5 [Top]. Note that since XRedu. has
smaller size than X , keeping Γ0 fixed and solving
for XRedu. and vice versa is not applicable for (42)
- given Γ0, the solution for XRedu. is unique. There-
fore, the method resembles to projected gradient de-
cent. On the other hand, the case for (43) is simpler
as we use bilinear alternations between XRedu. and
Γ1 to find the inner-approximation. The convergence
is often faster than the projected gradient decent.
Iterations are shown in Fig. 5 [Bottom]. The scripts
of both examples are available in the test folder
in our python package pypolycontain.

C. Orthogonal Projections

Computing orthogonal projections of polytopes
is a central problem in many applications such
as computing feasible regions of model predictive
controllers. The exact computation of projections
requires variable elimination, which is a costly

procedure. Vertex-based projections are more con-
venient to implement but do not scale well in high
dimensions. Moreover, it is often preferred to have
the H-polytope rather than a V-polytope of the pro-
jection. Not only the projection procedure is com-
putationally intense, but the number of hyperplanes
in the projected polytope itself may be inevitably
too large, in particular when a high dimensional
polytopes are projected into low dimensional spaces.

We use the results of this paper to introduce an
output-sensitive inner-approximation alternative to
orthogonal projection that is based on a single op-
timization problem. Consider the set F = {(x, u) ∈
Rn+m|Hx+Fu ≤ g}. The projection into x-space is
given by Fproj = {x|∃u ∈ Rm, (x, u) ∈ F}. We de-
sire to find Hx and hx in X = {x ∈ Rn|Hxx ≤ hx}
such that X ⊆ Fproj and dH(X,Fproj) is minimized.
The choice of the number of rows in Hx is made
by the user - we expect dH(X,Fproj) to decrease
with the number of rows. While there has been
theoretical results on the quality of approximat-
ing projections of high dimensional polytopes by
polytopes with controlled number of facets [32], to
the best of our knowledge, the following approach
is unique in the respect that it is optimization-
based, and provides a guaranteed upper bound on
the Hausdorff distance between the approximated
projected polytope and the actual one, which does
not need to be computed.

We parameterize X by x̄ + {x ∈ Rn|Hxx ≤ 1}.
Note that by design, X contains x̄. The optimal
values in Hx are given by the following optimization



problem:

Hx = arg min ε
subject to F = {(x, u) ∈ Rn+Nm|Hx+ Fu ≤ g}

X = {x ∈ Rn|Hx ≤ 1},
x̄+ X ⊆ (I, 0)F
(I, 0)F ⊆ x̄+ X⊕ εB

(44)
Using the containment encoding framework pro-
vided in this paper and some algebraic manipula-
tion, we have the following result.
Proposition 7. Given F = {(x, u) ∈ Rn+m|Hx +
Fu ≤ g}, let Fproj = {x|∃u ∈ Rm, (x, u) ∈ F}.
Consider the following optimization problem:

Hx = arg min ε,
subject to Λ0Hx = H + FΓ

Λ01 ≤ g −Hx̄+ Fβu,
Λ1H = HxX1,
Λ1F = HxX2,
Λ2H = HB −HBallX1,
Λ2F = −HBallX2,
Λ1g ≤ hBall −Hxβx,
Λ2g ≤ εhBall −HBallx̄+HBallβx,
Λ0,Λ1,Λ2 ≥ 0.

(45)
Let Hx be a feasible solution with cost ε, and X =
x̄ + {x ∈ Rn|Hxx ≤ 1}. Then we have X ⊆ Fproj

and dH(X,Fproj) ≤ ε.

The optimization problem (45) has some bilinear
terms, therefore it is difficult to solve it to global
optimality. Nevertheless, we can use local methods
to find suboptimal solutions.
Example 6. In this example, we wish to compute an
inner-approximation of the feasible set of a model
predictive controller. Consider the linear system
xt+1 = Axt +But, where

A =

(
1 0.1
−0.1 1

)
, B =

(
0

0.1

)
.

We impose hard constraints x ∈ [−1, 1]2 and u ∈
[−1, 1]. We wish to compute the set of states that
can be steered into the origin in N = 20 steps, while
satisfying the box constraints. We have:

F = {x0, u0, · · · , uN−1|xN = 0},
Fproj = {x0

∣∣∃u0, · · · , uN−1, such that xN = 0},
where

xn = Anx0 +
n∑
τ=0

An−τ−1Buτ .

We need to find Fproj , which is provided by project-
ing N + 2 = 22 dimensional polytope of joint state
and control sequence space into 2-dimensional state-
space. By writing the constraints described above,
the number of hyperplanes in F is 128 (some may
be redundant).

We may use two methods to compute this projec-
tion. The first is the exact and is given by Fourier-
Motzkin elimination method. Its computation is
costly as 20 variables are eliminated, and at each
iteration, many linear programs are required to
remove redundant hyperplanes. The method returns
the exact Fproj with 28 irreducible hyperplanes.

As an alternative, we use the method described
in this paper in Proposition 7. We consider two
initializations: Hx with 4 hyperplanes (a box), and
Hx with 6 hyperplanes. We consider maximum step
size of 0.05 in each entry of matrix variables. We let
x̄ = 0. Snapshots of the gradient decent iterations
are shown in Fig. 6. It is observed that we are able
to closely inner-approximate the MPC feasible set
using user-defined number of hyperplanes, while
not encountering any potential exponential blow
up due to vertex elimination or the number of
required hyperplanes. Note that the reported Haus-
dorff distances are the values of ε in (45), which are
guaranteed to be upper-bounds and are computed
without explicitly knowing Fproj.

D. Verification and Control of Hybrid Systems
In this section, we study a particular application

of our results to formal synthesis of controllers for
hybrid systems. The method is based on our frame-
work in [14], where polytope-to-polytope control
strategies were used to design feedback strategies
for piecewise affine systems. The task is reaching a
goal region, which itself is given as a union of poly-
topes in the state-space, while respecting state and
control constraints. The polytopes form a tree that
grows backward from the goal using a sampling-
based heuristic similar to rapidly-exploring random
trees (RRT) [33]. The idea is also closely related
to sampling-based feedback motion planning using
LQR-trees [34] - but tailored for piecewise affine
systems. The central technique is computing poly-
topic trajectories that are characterized by polytopes
Pt, t = 0, 1, · · · , T , in the state-space, where Pt is
mapped to Pt+1 with an appropriate control law. The
nodes of the tree are polytopes, and edges represent
available one-step controlled transitions.



Fig. 6. Example 6: Optimization-based iterative orthogonal projection from R22 to R2 to obtain the feasible set of a model predictive
controller. The state box constraint is shown in red, the actual Fproj is shown in green, and the inner-approximation X is shown in blue. [Top]
4 hyperplanes [Bottom] 6 hyperplanes. The green polytope is the actual projection obtained by Fourier-Motzkin elimination of 20 variables.

The polytopes are represented in AH-polytope
form, where

Pt = x̄t +GtPb, (46)

Pb ⊂ Rq is a user-defined base polytope, and x̄t ∈
Rn, Gt ∈ Rn×q define the affine transformation.
Note that when Pb is chosen as a box, all poly-
topes become zonotopes. Let the affine dynamics be
xt+1 = Atxt+Btut+ct. Consider the parameterized
control strategy

ut = ūt + θtζ, xt = x̄t +Gtζ, (47)

where ζ ∈ Rq is an implicit variable. Unless Gt

is invertible, the map from xt to ut is given by
a linear/quadratic program, with an ad-hoc cost
function (for example, the norm of ut). Note that
multiple ut values for state xt may satisfy (47).
Using control law (47), the evolution of Pt satisfies
the following relation:

Pt+1 = Atx̄t +Btūt + ct + (AtGt +Btθt)Pb (48)

or, equivalently:

x̄t+1 = Atx̄t+Btūt+ct, Gt+1 = AtGt+Btθt. (49)

Therefore, we have linear encodings for the poly-
topic trajectory. We can also consider mixed-integer
formulations to encode hybrid relations between
(At, Bt, ct) and (xt, ut), but the details are omitted
here. The full algorithm and its theoretical guaran-
tees are reported in [14]. Here we only provide the
essential details related to the contributions of this
paper.

Using the results of this paper, we improve a
crucial computational part of the algorithm in [14].
When adding a branch to the tree, we design a
polytopic trajectory such that the final polytope is

θ
g

K

u

Fig. 7. Example 7: Inverted pendulum with a spring-loaded wall.

contained within one of the polytopes in the tree,
i.e. an instance of polytope containment problem.
In [14], we explored efforts to compute the H-
polytope form of these AH-polytopes, either using
Fourier-Motzkin elimination which was very slow
and numerically unstable for our applications, or
approximating the transformation matrix by a left-
invertible one which also caused numerical issues as
fine approximations led to ill-conditioned matrices.
Here we use our results on AH-polytope in AH-
polytope containment, in particular zonotope con-
tainment, to present an alternative approach that
does not require H-polytope forms of the polytopes
in the tree.

Example 7. We adopt example 1 from [35], which
was also studied in [14]. The model represents
an inverted pendulum with a spring-loaded wall
on one side (see Fig. 7). The control input is
the external torque. The system is constrained to
|θ| ≤ 0.12, |θ̇| ≤ 1, |u| ≤ 4, and the wall is
situated at θ = 0.1. The problem is to identify a
set of states X ∈ R2 and the associated control law
µ : [−0.12, 0.12] × [−1, 1] → [−4, 4] such that all
states in X are steered toward origin in finite time,
while respecting the constraints. It is desired that
X is as large as possible. The dynamical system
is described as a hybrid system with two modes



associated with “contact-free” and “contact”. The
piecewise affine dynamics is given as:

A1 =

(
1 0.01

0.1 1

)
, A2 =

(
1 0.01
−9.9 1

)
,

B1 = B2 =

(
0

0.01

)
, c2 =

(
0
0

)
, c2 =

(
0
1

)
,

where mode 1 and 2 correspond to contact-free θ ≤
0.1 and contact dynamics θ > 0.1, respectively.

The approach in [35] was based on finding the
feasible set of hybrid model predictive control, but
the horizon was limited to N = 10, hence the
derived X was small. The approach in [14], based
on sampling-based polytopic trees described in this
section, found larger X. The base polytope Pb is
chosen to be a box, hence all polytopes are zono-
topes. The polytopic trajectory design is handled
using a mixed-integer convex program. Here we
implement the same polytopic tree algorithm with
the difference we use the zonotope containment
result in Theorem 3 for constraining the final poly-
tope constraint. Not only did this lead to slightly
faster computations, but we also observed that the
optimization solver no longer reported numerical
tolerance issues.

The iterations of the algorithm are shown in Fig.
7. Implementing the control law µ requires two
cheap subroutines of finding the appropriate zono-
tope containing the current point and implementing
the zonotope-to-zonotope control law, as opposed
to the complete solution of solving a mixed-integer
convex program (MICP) for the hybrid MPC with a
long enough horizon. Out of 1000 points uniformly
sampled from [−0.12, 0.12]×[−1, 1], 810 are within
the feasible set of hybrid MPC with horizon N = 80
- this set is never explicitly computed, but only
we can check if (θ, θ̇) belongs to it by solving a
MICP problem. After 27 branches, we observed that
796 of 810 points are inside the tree, yielding an
approximate coverage of 98%. It was shown in [14]
that full coverage is asymptotically achieved as the
number of samples in the tree goes to infinity. As
mentioned earlier, the full details are omitted here
and the interested reader is referred to [14]. The
scripts for this example are also publicly available
2.

2https://github.com/sadraddini/PWA-Control/blob/master/PWA
lib/polytree/test/inverted pendulum single wall.py

VI. CONCLUSION AND FUTURE WORK

We studied a broad range of polytope contain-
ment problems. We provided a general sufficient
conditions for containment of a polytope inside
another polytope, where both polytopes are rep-
resented by affine transformations of hyperplane-
represented polytopes. The significance of the
method relies on the fact that the encodings do
not require computing the hyperplanes of the affine
transformations of the polytopes, which can be
computationally prohibitive. Instead, the encoding
provides a set of linear constraints with size growing
linearly in the problem size.

We provided interpretations for the sufficiency,
the conditions for necessity, and focused on special
cases typically encountered in polytopic problems
such as zonotopes, Minkowski sums, convex hulls,
and disjunctive containment. We presented the use-
fulness of our results on a number of applications
in control theory.

Future work will focus more deeply on applica-
tions to verification and control of hybrid systems.
More specifically, we plan to use the results on
disjunctive zonotope containment and zonotope in
the convex hull of zonotopes to obtain more sparse
polytopic trees. The convex hull of two consecu-
tive zonotopes is a reasonable approximation for
the states traversed between them in continuous
time. Applications include robotic manipulation, for
which fast, hybrid, correct-by-design controllers are
sought.
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