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Abstract— In this paper we construct continuous abstraction
for discrete-time time-delay systems via the notion of so-called
Razumikhin simulation functions. We show that the existence of
such a function guarantees that the mismatch between the out-
put trajectory of the concrete system and that of its abstraction
lies within an appropriate bound. By transforming a system
with time delay into an interconnected system without time
delay, we show that the Razumikhin method is a small-gain type
approach for time-delay systems and enables us to effectively
manage computational complexity of constructing abstractions.
We further extend our approach to compositional construction
of large-scale systems containing interconnection and/or local
time delays. For linear systems, we provide an algorithmic
procedure for compositional construction of abstractions, which
is expressed in terms of linear matrix inequalities.

I. INTRODUCTION

Time delays arise in natural and engineering systems, e.g.
biology, chemistry, economics, electronics, and mechanics
due to a wide variety of effects [1]. For instance, they may
be because of the propagation of physical quantities over
large distances, or modeling complex physical effects such as
viscoelasticity, finite reaction rates, and polymer crystalliza-
tion. In addition, actuators and sensors connected to plants
and the implementation of a controller over a communication
network with a limited bandwidth usually introduce time
delays. In particular, control of discrete-time systems with
time delays have received considerable attention in a large
number of applications including networked control systems,
neural networks, and multi-agent systems [2].

Recently there has been great deal of attention to auto-
mated synthesis of provably correct controllers by merging
ideas from computer science and control theory In particular,
formal synthesis techniques can effectively reduce the costs
of incorrect configuration and address safety concerns and
other related complexities raised by emerging smart applica-
tions. Such techniques usually require a symbolic model of
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a given concrete system in the form of a discrete abstraction.
Here a discrete abstraction is a model over a finite state set
such that there exists a quantifiable relation between the dy-
namics of the concrete system and its abstraction. However,
high computational complexity is their main issue. Thus, in
practice they can only be applied to control systems with
small state space dimension. An efficient way to reduce this
computational complexity is to introduce a pre-processing
step by constructing a so-called continuous abstractions. In
this way, a continuous-space system, but possibly with a
lower dimension, is obtained for the concrete system.

To compute abstractions, the notion of approximate sim-
ulation relations and their variants have been particularly
leveraged; see for example [3], [4]. This notion relaxes its
exact counterpart [5], [6] by allowing for the mismatch
between the output trajectory of the concrete and that of the
abstract systems to be below an acceptable bound instead of
being strictly zero. For systems without delay approximate
simulation relations can be quantitatively characterized by a
Lyapunov-like function called a simulation function [4], [7].
However, to the best of our knowledge, this technique has
not been adapted to systems with time delay. Note that the
works in [8]–[10] have developed monolithic construction of
(alternatingly) approximately bisimilar discrete abstractions
for time-delay systems in continuous-time domain by lever-
aging notions of incremental input-to-state stability. In this
paper we address the construction of approximately similar
continuous abstractions of time-delay systems in discrete-
time domain both in monolithic and compositional ways.

Here, we extend the result in [7] to discrete-time systems
with time delay in two directions. Motivated by Lyapunov
methods for stability analysis of time delay systems [11],
we introduce a concept of Razumikhin simulation functions
to monolithically construct approximations of a single time-
delay system. The main idea, motivated by the results in [12],
is to transform a single system with time delay into an
interconnected system without time delay by defining each
delayed state as a new subsystem. This enables us to exploit
a compositionality approach to construct abstractions of
time-delay systems via standard small-gain arguments for
interconnected systems as in [13], [14]. In that way, for
each subsystem of the interconnected system we construct
a local abstraction. Then we aggregate local abstractions to
generate an abstraction of the overall system if the coupling
between subsystems are small enough, which is quanti-
tatively expressed by a small-gain condition. The whole
procedure boils down to the notion of Razumikhin simula-



tion functions, which shows that the Razumikhin simulation
method is an exact application of small-gain theory [15] to
systems with time delay. Then we further extend our result
to interconnected systems, where we consider both local
and interconnection delays. For linear systems, we provide
algorithmic procedures explicitly constructing an abstraction
for the linear concrete system. We verify the effectiveness of
our proposed results via an illustrative example. All proofs
are omitted due to space constraints

II. PRELIMINARIES

A. Notation

Let R≥0(R>0) and N0(N) denote the non-negative (pos-
itive) real numbers and the non-negative (positive) integers,
respectively. The vector space of real column vectors of
length n is denoted by Rn. We denote the closed, open, and
half-open intervals in R by [a, b], (a, b), [a, b), and (a, b],
respectively. For a, b ∈ N and a ≤ b, we use [a; b], (a; b),
[a; b), and (a; b] to denote the corresponding intervals in N.
Given N ∈ N, vectors vi ∈ Rni , ni ∈ N, and i ∈ [1;N ],
we use v = [v1; . . . ; vN ] to denote the vector in Rn with
n =

∑
i ni consisting of the concatenation of vectors vi.

Furthermore, the ith component of v ∈ Rn is denoted by vi.
For any v ∈ Rn, v> denotes its transpose. The Euclidean
norm of a vector v ∈ Rn is denoted by |v|; for notational
convenience we use the same symbol for the matrix norm.
Given a function ν : N0 → Rn, the supremum of ν is denoted
by |ν|∞; we recall that |ν|∞ := supk∈N0

|ν(k)|. Given a real
symmetric matrix N ∈ Rn×n, N � 0 (N � 0) denotes the
property that x>Nx > 0 (x>Nx ≥ 0) for all x 6= 0.

Let id denotes the identity function. We will consider
K,K∞, and KL comparison functions, see [16, Chapter 4.4]
for definitions. For functions α, γ : R≥0 → R≥0 we write
α < γ if α(s) < γ(s) for all s > 0.

B. A hierarchical control approach

Consider the control system given by

Σ :

{
x(k + 1) = f(x(k),u(k)),

y(k) = g(x(k)),
(1)

where x : N0 → Rn, y : N0 → Rq , and u : N0 → Rm are
the state signal, output signal, and input signal, respectively,
and the dynamics f : Rn × Rm → Rn. Moreover, let U
denote the set of all bounded input functions u : N0 → Rm.
Let x(k, x,u) denote a point reached at time k ∈ N0 from
initial state x = x(0) ∈ Rn under input signal u ∈ U .
Correspondingly, define y(k, x,u) := g(x(k, x,u)).

System (1), which is the system we aim to control, is
referred as the concrete system. The controller design is,
however, based on a simpler description of the concrete
system called abstract system. The abstract system is defined
and described, similarly to system Σ in (1), by

Σ̂ :

{
x̂(k + 1) = f̂(x̂(k), û(k)),

ŷ(k) = ĝ(x̂(k)),
(2)

where x̂(k) ∈ Rn̂, ŷ(k) ∈ Rq̂ , and û(k) ∈ Rm̂.

Concrete and abstract systems can be related to each other
via a simulation relation. Simulation relations have been
developed for discrete systems [5]. Approximate version of
simulation relations being applicable to a large class of sys-
tems have been introduced in [4]. Lyapunov-like functions,
known as simulation functions, have been introduced in [4] as
a quantitative generalization of approximate simulation rela-
tions. Similarly, a simulation function of Σ̂ by Σ is a function
over their state spaces explaining how a state trajectory of Σ̂
can be transformed into a state trajectory of Σ such that the
distance between the associated output trajectories remains
within some computable bounds. Simulation function for
continuous-time systems is defined in [7]. For discrete-time
systems, a simulation function is defined as follows.

Definition II.1 Consider systems Σ and Σ̂ with the same
output spaces. A function V : Rn̂ × Rn → R≥0 is called a
simulation function from Σ̂ to Σ if there exist α, α ∈ K∞
with α < id and γ ∈ K such that for every x ∈ Rn, x̂ ∈ Rn̂,
û ∈ Rm̂ there exists u ∈ Rm so that the following hold

α(|ĝ(x̂− g(x)|) ≤ V (x̂, x), (3a)

V (f̂(x̂, û), f(x, u)) ≤ max{α(V (x̂, x)), γ(|û(k)|)} (3b)

The following theorem shows that a simulation function can
be used to bound the distance between output trajectories of
Σ and Σ̂ [7], [14].

Theorem II.2 Consider systems Σ and Σ̂ with the same
output spaces. Let V be a simulation function from Σ̂ to Σ.
Then there exist β ∈ KL and γ ∈ K such that for all x ∈ Rn,
all x̂ ∈ Rn̂, all û ∈ Û there exists u ∈ U so that for all
k ∈ N0 we have∣∣ŷ(k, x̂, û)−y(k, x,u)

∣∣≤max{β(V (x̂, x), k), γ(|û|∞)}. (4)

III. RAZUMIKHIN SIMULATION FUNCTION

In this section, a new notion of simulation function, called
Razumikhin simulation function, is introduced for time delay
systems. We show that the existence of such a function
ensures that the mismatch between the output trajectory of
the concrete systems and that of the abstraction lies within
an appropriate bound.

Classic analysis of discrete-time systems with time delay
is to augment the state vector with all delayed states/inputs
that affect the current state, which yields a standard discrete-
time system of higher dimension without time delay. In
that way, one could monolithically analyze the mismatch
between output trajectories of the resulting augmented sys-
tem obtained from the concrete system with time delay and
that of the abstraction. However, such a methodology will
not be efficient as not only we dramatically increase the
dimension of the concrete system with the increase in the
amount of time delay, but also structural connection between
the abstraction obtained from such an augmented and the
original concrete system will be lost.

Here we propose a computationally efficient approach
by looking at a system with delay as an interconnected



system without delay. This enables us to exploit a compo-
sitionality approach to construct abstractions for time-delay
systems via small-gain theorems for interconnected systems.
In particular, we show that the Razumikhin approach to
construct abstractions for systems with time delay is an exact
application of the small-gain theorem. The latter is in line
with similar observations in the literature of stability analysis
of time delay systems [12], [17].

Consider the following nonlinear time delay system

Σd:

{
x(k + 1) = f

(
x[k−h;k], u[k−h;k]

)
y(k) = g

(
x(k)

)
,

(5)

where x[k−h;k] = [x(k − h); . . . ;x(k)] ∈ (Rn)h+1,
u[k−h;k] = [u(k − h); . . . ;u(k)] ∈ (Rm)h+1, x : N0 →
Rn, y : N0 → Rq , and u : N0 → Rm are the state
signal, output signal, and input signal, respectively, and
h ∈ N is the maximal delay. Similar to systems without
delay, let x(k, x[−h;0],u) denote a point reached at time
k ∈ N0 from initial states x[−h;0] = [x(−h); . . . ;x(0)] under
input function u. Correspondingly, define y(k, x[−h;0],u) :=
g(x(k, x[−h;0],u)). Moreover, let U denote the set of all
bounded input functions u : N0 → (Rm)h+1.

Due to the possibly high dimensionality of the concrete
system, a controller design will be preferably carried out
based on a simpler form of the concrete system called an
abstract system, denoted by Σ̂d, which can be also given by
adopting the same notational convention, but the sign ·̂ on
the top of the symbols in (5).

Our aim is to introduce a quantitative relation between
concrete and abstract systems characterizing the mismatch
between the output trajectories of the two systems. For
systems without time delay this is given by the notion of
simulation function which is inspired by the concept of
Lyapunov functions from the literature of control theory.

For systems with time delay the notion of Razumikhin-
Lyapunov function has been widely used in control theory
literature [11]. Therefore, with a similar methodology we
introduce the notion of Razumikhin simulation functions.

Definition III.1 Consider systems Σd, Σ̂d with same out-
put spaces. A function V : Rn̂ × Rn → R≥0 is called a
Razumikhin simulation function, if there exist α, ρ ∈ K∞
with ρ < id and γu ∈ K such that for all x ∈ Rn,
x̂ ∈ Rn̂, x[−h;0] ∈ (Rn)h+1, x̂[−h;0] ∈ (Rn̂)h+1 and
û[−h;0] ∈ (Rm̂)h+1 there exists u[−h;0] ∈ (Rm)h+1 so that
the following conditions hold

α
(
|ĝ(x̂)− g(x)|

)
≤ V (x̂, x), (6a)

V
(
f̂
(
x̂[−h;0], û[−h;0]

)
, f
(
x[−h;0], u[−h;0]

))
≤ max

{
max

i∈[−h;0]
ρ
(
V
(
x(i), x̂(i)

))
, γu(|û[−h;0]|)

}
. (6b)

Now we establish that the existence of a Razumikhin simula-
tion function ensures that output trajectories of the concrete
and abtract systems lie within a certain vicinity of each other.

Theorem III.2 Consider systems Σd and Σ̂d with same
output spaces. Let V be a Razumikhin simulation function

from Σ̂d to Σd. Then there exist β ∈ KL and γu ∈ K∞
such that for all x[−h;0] ∈ (Rn)h+1, x̂[−h;0] ∈ (Rn̂)h+1 and

û ∈ Û there exists u ∈ U so that the following holds∣∣ŷ(k,x̂[−h;0], û)−y(k, x[−h;0],u)
∣∣

≤max
{
β
(

max
i∈[−h;0]

V (x(i), x̂(i)), k
)
,γu
(
|û|∞

)}
. (7)

A. Abstraction for linear systems

Here we systematically construct a continuous abstraction
for linear systems using a Razumikhin simulation function.
In particular, we provide conditions in form of linear matrix
inequities (LMIs) which can be solved efficiently.

We consider the following linear time-delay control sys-
tems as, respectively, a concrete and an abstract system.

Σl :

{
x(k + 1) =

∑h
i=0Aix(k − i) +

∑h
i=0Biu(k − i),

y(k) = Cx(k),

Assume that there exist a positive definite matrix M such
that the matrix inequality

C>C �M (8)

holds. Take the following Razumikhin simulation function
candidate from Σ̂l to Σl

V (x, x̂) =
(
x− Px̂

)>
M
(
x− Px̂

)
, (9)

and let u(·) be given by interface function ν as follows

u(k−i)= ν(x(k−i), x̂(k−i), û(k−i)) (10)

=Rû(k−i)+Qx̂(k−i)+K
(
x(k−i)−P x̂(k−i)

)
,

where i ∈ [0;h] and K,P,Q and R are matrices of appro-
priate dimensions. Additionally, assume that the following
equalities hold

AiP = PÂi −BiQ, i ∈ [0;h], (11)

CP = Ĉ. (12)

Let Ãi := Ai + BiK for i ∈ [0;h]. Assume that there exist
ε ∈ (0, 1) such that

Ã>0 MÃ0 . . . Ã>0 MÃh

Ã>1 MÃ0 . . . Ã>1 MÃh

...
. . .

...
Ã>hMÃ0 . . . Ã>hMÃh

− ε

M 0 . . . 0
0 M . . . 0
...

...
. . .

...
0 0 . . . M

 ≺ 0. (13)

The next result shows that under the above conditions V
in (9) is a Razumikhin simulation function from Σ̂l to Σl.

Corollary III.3 Consider systems Σl and Σ̂l. Suppose that
there exist matrices M,P,Q and a scalar ε ∈ (0, 1)
satisfying (8), (11), (12) and (13). Then V defined by (9)
is a Razumikhin simulation function from Σ̂l to Σl with the
input function given by (10).

Necessary and sufficient conditions ensuring the existence
of P,Q, Ĉ and Âi’s satisfying (11) and (12) can be concluded
from [7, Lemma 2].



IV. INTERCONNECTED SYSTEMS WITH DELAYS

In this section, compositional construction of intercon-
nected systems with delay is considered. Typically there are
two types of delay in interconnected systems: interconnection
delays and local delays. Interconnection delays are due
to receiving information from the neighboring subsystems
with delay, whereas local delays arise in the dynamics of
the individual subsystem. First, interconnection delays are
only considered. We show that interconnection delays do
not affect the compositional construction of abstractions
for interconnected systems if standard small-gain arguments
still hold. Then, local delays are taken into account. By
integrating Razumikhin simulation functions with small-gain
type arguments, compositional construction of abstractions
for interconnected systems with local delay is established.
Eventually, we merge both results to address a general
scenario in which interconnected systems with both inter-
connection and local delays is considered.

A. Interconnected systems with interconnection delay

Consider the following subsystems

Σi:

{
xi(k + 1) = fi

(
xi(k), wi[k−h;k],ui(k)

)
yi(k) = gi

(
xi(k)

)
,

(14)

i ∈ [1; `], with xi(k) ∈ Rni , ui(k) ∈ Rmi , and the
internal inputs wi[k−h;k] = [wi(k − h); . . . ;wi(k)] ∈ Rhpi
are partitioned as wi(k− j) = [wi1(k− j); . . . ;wi(i−1)(k−
j);wi(i+1)(k − j); . . . ;wi`(k − j)] ∈ Rpi , for all j ∈ [0;h],
and partitioned outputs yi(k) = [yi1(k); . . . ;yi`(k)] ∈ Rqi ,
with wij(k) ∈ Rpij , yij(k) ∈ Rqij , and output function
gi(xi(k)) := [gi1(xi(k)); . . . ; gi`(xi(k))]. Without loss of
generality, we assume that all subsystems (14) share the same
maximal delay h.

We interpret the outputs yii as external outputs, whereas
the outputs yij with i 6= j are internal outputs which are
used to define the interconnected systems. In particular, we
assume that wij = yji for all i, j ∈ [1; `], i 6= j. Note that
gij ≡ 0 if there is no connection from the ith subsystem to
the jth subsystem. Given wij = yji and aggrigating all the
subsystems, one can have the overall network denoted by Σ.

Assume that there exist corresponding abstractions of each
subsystem (14) with the following dynamics

Σ̂i:

{
x̂i(k + 1) = f̂i

(
x̂i(k), ŵ[k−h;k], ûi(k)

)
ŷi(k) = ĝi

(
x̂i(k)

)
,

(15)

with appropriate dimensions and the similar structure as
those in (14). The resulting overall system obtained from
interconnection of Σ̂i’s is denoted by Σ̂.

Here we aim to compositionally construct a simulation
function from those of individual subsystems. To do this,
we follow a similar strategy as that in Section III. More
precisely, we introduce additional state variables by which
we transform system Σ (resp. Σ̂) into a new interconnected
system without delay, but of higher dimension. Then we
associate with each subsystem of the new interconnected a

local simulation function. Finally we apply a standard small-
gain argument to construct an overall simulation function
form individual simulation functions.

Starting with the first subsystem, i.e. Σ1, in (14), we define
x`+(j−1)h+i(k) := wij(k−(h−i+1)), i ∈ [1;h], 2 ≤ j ≤ `.
In that way, we introduce (`−1)h additional state variables.
Following this procedure for each subsystem l ∈ [2; `], we
have x`+(l−1)(`−1)h+(j−1)h+i(k) := wlj(k − (h − i + 1)),
i ∈ [1;h], 1 ≤ j ≤ `, j 6= l. The same applies to subsystems
Σ̂i’s. With these new variables one can transform the inter-
connected system Σ (resp. Σ̂) into a system without delay,
which refer to as Σt (resp. Σ̂t). Accordingly the subsystems
of Σt (resp. Σ̂t) are denoted by Σti (resp. Σ̂ti). Having defined
the systems Σt and Σ̂t, we make the following assumption
on individual simulation functions for the first ` subsystems.

Assumption IV.1 Consider Σti, and Σ̂ti i ∈ [1; `]. There exist
functions Vi : Rni×Rn̂i → R≥0, αi ∈ K∞, γij ∈ K∞∪{0}
and γiu ∈ K such that for all k ∈ N0, all xi(k) ∈ Rni , all
x̂i(k) ∈ Rn̂i , and all û(k) ∈ Rm̂i there exists u(k) ∈ Rmi

so that we have

αi
(
|ĝi(x̂i(k))− g(xi(k))|

)
≤ Vi(x̂i(k),xi(k)), (16)

Vi(x̂i(k + 1),xi(k + 1)) ≤

max
{

max
1≤j≤`(`−1)h

γij
(
Vj(x̂j(k),xj(k))

)
, γiu(|û(k)|)

}
,

(17)

where Vi(x̂i(k),xi(k)) = |x̂i(k)− xi(k)| for all ` + 1 ≤
i ≤ `(`− 1)h.

Assumption IV.1 only makes dissipative conditions for the
first ` subsystems. The lemma below provides an observation
on dissipative conditions for the remaining subsystems. The
proof follows from the relation between the additional state
variables xj , `+ 1 ≤ j ≤ `(`− 1)h with the internal inputs
wij and inequality (16).

Lemma IV.2 Let Assumption IV.1 hold. Then the s-th sub-
system for each s = ` + (l − 1)(` − 1)h + (j − 1)h + i,
i ∈ [1;h], 1 ≤ j ≤ `, j 6= l, we have

Vs(x̂s(k + 1),xs(k + 1)) ≤ γsj(Vj(x̂j(k),xj(k)) (18)

where γsj := α−1j .

Now by direct application of classic small-gain arguments,
e.g. [14, Theorem 7], one can conclude the following.

Proposition IV.3 Let Assumption IV.1 hold. Also suppose
that the following holds

γi1i2 ◦ γi2i3 ◦ · · · ◦ γir−1ir ◦ γiri1 < id (19)

for all sequences (i1, . . . , ir) ∈ {1, . . . , `(` − 1)h}r, r ∈
[1; `(` − 1)h], with gain functions γij with 1 ≤ i ≤ `
satisfying (17) and those with ` + 1 ≤ i ≤ `(` − 1)h
fulfilling (18). Then there exists a simulation function from
Σ̂t to Σt.



As seen from Proposition IV.3, if small-gain condition (19)
holds, construction of continuous abstractions for the in-
terconnected system Σ containing interconnection delay re-
duces to construction of continuous abstractions for the
interconnected system Σt containing no delay.

B. Interconnected systems with local delay

Consider an interconnection of ` ∈ N, ` ≥ 2 subsystems
affected by local delays. Similar to Σd in (5) but additionally
with internal inputs and different output structure, each
subsystem of the concrete network is given by

Σdi :

{
xi(k + 1) = fi

(
xi[k−h;k],wi(k), ui[k−h;k]

)
yi(k) = gi

(
xi(k)

)
,

(20)

where wi(k) = [wi1(k); . . . ;wi(i−1)(k);wi(i+1)(k); . . . ,
wi`(k)] ∈ Rpi , yi(k) = [yi1(k); . . . ;yi`(k)] ∈ Rqi , with
i ∈ [1; `], wij(k) ∈ Rpij , yij(k) ∈ Rqij , and output function
gi(xi(k)) := [gi1(xi(k)); . . . ; gi`(xi(k))]. Note that gij ≡ 0
if there is no connection from subsystem i to subsystem
j. We assume that wij = yji for all i, j ∈ [1; `], i 6= j.
Subsystem i of the abstract network, Σ̂di , is described by
in a smilar way as for (20) with ·̂ on the top. We make
the following condition to provide a Razumikhin simulation
function from local Razumikhin simulation functions.

Assumption IV.4 Suppose that for each Σdi and Σ̂di with
the same output spaces and for all i ∈ [1; `], there exist a
Razumikhin simulation function Vi : Rni ×Rn̂i → R≥0 such
that the following hold

(i) There exist functions αi ∈ K∞ such that for all xi ∈
Rni and all x̂i ∈ Rn̂i we have

αi
(
|ĝi(x̂i)− gi(xi)|

)
≤ Vi(x̂i, xi). (21)

(ii) There exist ρiint ∈ K∞, γii ∈ K∞ ∪ {0} and
γiu ∈ K such that for all xi[−h;0] ∈ (Rn)h+1,
x̂i[−h;0] ∈ (Rn̂)h+1, and ûi[−h;0] ∈ (Rm̂i)h+1 there
exists ui[−h;0] ∈ (Rmi)h+1 so that for all wi(0) ∈ Rpi ,
ŵi(0) ∈ Rp̂i the following condition holds

Vi
(
fi(xi[−h;0],wi(0),ui[−h;0]), f̂i(x̂i[−h;0],ŵi(0),ûi[−h;0])

)
≤ max

{
max

θ∈[−h;0]
γii
(
Vi(xi(θ), x̂i(θ))

)
,

ρiint(|ŵi(0)−wi(0)|), γiu(|ûi[−h;0]|)
}
. (22)

(iii) Let γij := ρiint(` − 1)α−1j for i 6= j, where αj ∈ K∞
satisfying (21). Then the following condition holds

γi1i2 ◦ γi2i3 ◦ · · · ◦ γir−1ir ◦ γiri1 < id (23)

for all sequences (i1, . . . , ir) ∈ {1, . . . , `}r and r ∈
[1; `].

The following theorem presents an upper bound on the
mismatch between the output trajectories of Σdi and Σ̂di .

Theorem IV.5 Let Assumption IV.4 hold. Then there exist
β ∈ KL, γ ∈ K such that for all x[−h;0] ∈ (Rn)h+1,

x̂[−h;0] ∈ (Rn̂)h+1 and û ∈ Û , there exists u ∈ U so

that the output trajectory of the abstract composite system
of subsystems Σ̂di and the concrete composite system of
subsystems Σdi satisfy∣∣ŷ(k, x̂[−h;0], û)−y(k, x[−h;0],u)

∣∣ ≤
max

{
β
(

max
i∈[−h;0]

V (x(i), x̂(i)), k
)
,γu
(
|û|∞

)}
. (24)

Hence, it has been established that if every concrete
subsystem and the associated abstract subsystem admit a
local Razumikhin simulation function and the small-gain
condition (23) holds, then the aggregation of Σ̂di ’s is an
abstraction for the overall network of concrete subsystems.

C. Interconnected systems with interconnection and local
delay

Consider a system with both interconnection and local
delays. To deal with such a system, we combine the results
from Sections IV-A and IV-B.

Assume that the ith concrete subsystem, i ∈ [1; `], is
described by

Σdi :

{
xi(k + 1) = fi

(
xi[k−h;k], wi[k−h;k], ui[k−h;k]

)
,

yi(k) = gi(xi(k)),
(25)

with xi : N0 → Rni , yi : N0 → Rqi ,ui : N0 → Rmi and
with partitioned inputs and outputs as defined in (14). The
ith abstract subsystem, i ∈ [1; `] is also described by

Σ̂di :

{
x̂i(k + 1) = f̂i

(
x̂i[k−h;k], ŵi[k−h;k], ûi[k−h;k]

)
,

ŷi(k) = ĝi(x̂i(k)),
(26)

with appropriate dimensions and the similar structure as
those in (25). In this case, we follow the same steps as
those in Section IV-A to transfer the system into a system
with a higher order but without interconnection delay. In
that way, the resulting transferred system is in the form of
system Σt (resp. Σ̂t) in Section IV-A. Now by Theorem IV.5
if there exists a Razumikhin simulation function for the
latter case, then one can show that the output trajectories
of the composite system of subsystems (25) and that of
subsystems (26) remain close to each other. This gives a
general framework for interconnected systems with both
interconnection and local time delays.

Remark IV.6 For linear systems, each subsystem (25) can
be of the form

Σl :

{
x(k + 1) =

∑h
i=0

(
Aix(k − i) +Diw(k − i)
+Biu(k − i)

)
,

y(k) = Cx(k).
(27)

The abstract system can be also given similarly. Following
lines in Section III-A, we can provide an algorithmic proce-
dure for computation of matrices Âi, B̂i and Ĉ. Moreover,
the input u(·) be given by interface function ν as follows.

u(k−i)=ν(x(k−i), x̂(k−i), ŵ(k−i), û(k−i)) (28)

=Rû(k−i)+Qx̂(k−i)+K
(
x(k−i)−P x̂(k−i)

)
+ Sŵ(k−i),

where i ∈ [0;h] and K,P,Q,R and S are matrices of appro-
priate dimensions. Compared with (10), here we additionally
have Sŵ. Finally D̂i is computed by Di = PiD̂i −BiSi.



V. ILLUSTRATIVE EXAMPLE

Here we verify our results via a numerical example.
Consider a feedback interconnection of two subsystems,
where each subsystem receives the information from the
other one with a unit delay. Each subsystem i = 1, 2, of
the from of (25), is described by

Σi :

{
xi(k + 1)=

∑1
j=0

(
Ai,jxi(k − j)+Di,jwi(k − j)

+Bi,jui(k − j)
)
,

yi(k) = Cixi(k),
(29)

where the system matrices are given by

A1,0=

1.01 0.3 0
0 0.03 0.04

0.03 0 0.08

 , A1,1=

 0.03 0 0.05
0.02 0.05 0.08
0.092 0 0.2

 ,
D>1,0=

[
0 0 0

]
, D>1,1=

[
0.04 0.08 0.12

]
,

B>1,0=
[
1 0 0

]
, B>1,1=

[
0 0 0.1

]
,

C1 =
[
1 0 0

]
.

and

A2,0=

0.97 0.26 0.02
0.02 0.1 0.02

0 0 0.14

 , A2,1=

0.17 0.04 0.02
0.08 0.12 0.1
0.23 0.161 0.22

 ,
D>2,0=

[
0 0 0

]
, D>2,1=

[
0.05 0.1 0.15

]
,

B>2,0=
[
1 0 0

]
, B>2,1=

[
0 0 0.2

]
,

C2 =
[
1 0 0

]
.

Note that D>i,0 = [0 0 0] in (29) reflects that the fact that the
information from the neighbor is not received immediately,
but with a unit delay. From Remark IV.6, we use the follow-
ing steps to construct an abstraction Σ̂i of each subsystem
Σi. For each i, j = 1, 2, we do the following steps.
• Compute Mi and Ki so that C>i Ci �Mi and inequal-

ity (13) holds.
• Determine Pi and calculate Âi,j and Qi satisfying(11).
• Calculate D̂i,j and Si satisfying the following equation

Di,j = PiD̂i,j −Bi,jSi. (30)

• Obtain Ĉi satisfying Ĉi = CiPi.
• Choose B̂i,j and Ri arbitrarily.

We start by computing M1,M2, K1 and K2 such that the
matrix inequalities (8) and (13) holds. Taking ε1 = ε2 = 0.95
in (13), we obtain

M1=

[
987.48 19.64 1.1
19.64 985.28 0.65
1.1 0.65 970.78

]
,M2 =

[
572.16 7.59 1.05
7.59 573.91 1.42
1.05 1.42 570.27

]
,

and K1 = K2 =
[
−0.8 −0.11 0

]
. In the next step,

we determine P1 and P2 by P>1 = P>2 = [1; 2; 3]. Let
Q1 = −1.52 and Q2 = −1.41. We obtain the subsystem
Σ̂1 as Â1,0 = −0.09, Â1,1 = 0.18, D̂1,0 = 0,
D̂1,1 = 0.04, B̂1,0 = 1, B̂1,1 = 1, Ĉ1 = 1, and the
subsystem Σ̂2 as Â2,0 = 0.14, Â2,1 = 0.31, D̂2,0 = 0,
D̂2,1 = 0.05, B̂2,0 = 1, B̂2,1 = 1, Ĉ2 = 1. The
Razumikhin simulation function Vi is given by

Vi(x̂i(k),xi(k))=(xi(k)− Pix̂i(k))>Mi(xi(k)− Pix̂i(k)),

and ui(k) is described by ui(k) = Rix̂i(k) + Qix̂i(k) +
Ki(xi(k)−Pix̂i(k))+Siŵi(k), where Ri = 1, Q1 = −1.52,
Q2 = −1.41 and S1 = S2 = 0.

Following the procedure given in Section IV-A, we trans-
form the overall system composed of subsystems (29) to
a new interconnected system without interconnection delay.
The same expression can be provided for the abstract system.
Having transformed both systems into networks without
interconnection delay, now we use Theorem IV.5 to verify the
existence of a simulation function from Σ̂t to Σt. To do so,
we need to assure that the small-gain condition (23) holds.
One can compute the coupling gains γij as γ1j = 0.6573 for
all j ∈ [1; 4], γ2j = 0.7647 for all j ∈ [1, 4], γ32 = |C2| = 1,
γ41 = |C1| = 1 and the rest are all zero. Clearly these values
of γij’s satisfy small-gain condition (23).
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