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Abstract— In this work, stabilization of an axonal growth in a
neuron associated with the dynamics of tubulin concentration
is proposed by designing a boundary control. The dynamics
are given by a parabolic Partial Differential Equation (PDE) of
the tubulin concentration, with a spatial domain of the axon’s
length governed by an Ordinary Differential Equation (ODE)
coupled with the tubulin concentration in the growth cone. We
propose a novel backstepping method for the coupled PDE-
ODE dynamics with a moving boundary, and design a control
law for the tubulin concentration flux in the soma. Through
employing the Lyapunov analysis to a nonlinear target system,
we prove a local exponential stability of the closed-loop system
under the proposed control law in the spatial H1-norm.

I. INTRODUCTION

Neuroscience has become one of the most significant areas
in biology, as scientists pursue the understanding of the
functionality of perception and the brain, and investigate
therapeutics for neurological diseases and injuries (see [1],
[2]). Neurological disorders, such as Parkinson’s disease,
spinal cord injuries, and Alzheimer’s disease, result from a
loss of function of neurons [3], [4], [5]. Particular medical
therapeutics, i.e. Chondroitinase ABC (ChABC), may restore
the functionality of neurons (see [6], [7]) by manipulating the
extracellular matrix (ECM), the area surrounding the neuron
which contains various macromolecules and minerals that
facilitate cell processes [8].

Neurons are cells that are specialized to obtain perception
by transmitting electrical signals along their axons. These
signals enter from the dendrites, travel through the axon, and
transmit through the growth cone to another neuron as shown
in Figure 1. The presence of chemical cues surrounding
the growth cone attract or repel the axon toward another
neuron [9]. When the chemical cues attract the growth cone,
tubulin proteins assemble from free tubulin dimers and create
microtubules which extend the axon toward the other neuron
[10]. The formation of microtubules is determined by the size
and dynamics of tubulin concentration in the neuron and
is supported by ECM [11], [12]. The dynamics of tubulin
depend on the tubulin production rate in the soma, the
degradation rate, the assembly rate, and the transportation
process [9]. According to recent research, it is also possible
to control axon elongation, namely tubulin concentration, by
manipulating ECM [13].
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The dynamics of axon growth have been described by
several different models using various mathematical tools.
One of the pioneer axonal growth models has been pro-
posed in [14] by considering the transportation of tubulin
as diffusion. A continuum model of axon growth dynamics
has been proposed in [15], and the stability analysis for
the proposed model is studied in [16]. In another work, the
tubulin concentration is modelled by a PDE with a moving
boundary [17], [18]. [19] provides a numerical solution for
this moving boundary PDE model.

While PDEs have been utilized for the computational
modeling of axon growth, stabilization of axon growth by
means of control theory has not been studied so far. Bound-
ary control of PDEs has been intensively developed by the
method of “backstepping” in the last few decades for various
kinds of systems [20]. One of the initial contributions was
achieved in [21] by applying a Volterra type of transforma-
tion to parabolic PDEs by utilizing the method of successive
approximations. Following the procedure, the class of the
system has been extended to a cascade and coupled PDE-
ODE system, see [22], [23], [24]. While most literature on
backstepping design of PDEs has focused on a system with
a constant size of domain in time, recently the method has
been successfully applied to the Stefan problem, which is a
special class of a parabolic PDE with a moving boundary, see
[25], [26]. For the model related to axon growth mentioned
earlier, the backstepping method for the Stefan problem has
been designed and applied to a screw extrusion process of
a polymer 3-D printing [27]. The results mentioned above
have been proven to achieve global stability by virtue of the
monotonicity of the moving boundary.

Several researchers have tackled stability analysis for
nonlinear PDE systems under the backstepping design of a
boundary control by restricting the region of attraction in
a local sense. For instance, [28] proved a local exponential
stability of a 2 × 2 quasi-linear hyperbolic PDE under the
backstepping design by analyzing a Lyapunov function of
the spatial H2-norm. As a class of PDEs with a moving
boundary, [29] designed a backstepping control law for
2 × 2 hyperbolic PDEs with a moving boundary governed
by an ODE modeling a piston movement, and proved a local
exponential stability in the spatial H1-norm by applying the
Lyapunov method to the target system. A similar approach
has been done for a moving boundary hyperbolic PDE
modeling a shock-wave arising in traffic congestion [30].
However, those results for local stability analysis have been
achieved only for hyperbolic PDE systems, even though the
axon growth model proposed in [18] is a nonlinear parabolic
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Fig. 1: Neuron Structure and PDE domain

PDE system.
In this paper, we develop a boundary control for a coupled

PDE-ODE system with a moving boundary which models the
dynamics of tubulin concentration and axon growth. First, we
present a steady-state solution of the tubulin concentration
for a given constant axon length, and obtain a reference
error system to be stabilized at zero states. Next, we apply
linearization to the reference error system to deal with the
algebraic nonlinearity. Then, a backstepping transformation
is employed to the linearized reference error dynamics. By
solving the gain kernel equations that are derived from
backstepping transformation, the control law is obtained.
Finally, we prove local exponential stability by applying
the Lyapunov method to the nonlinear target system, which
ensures the local stability of the original PDE-ODE system
of the axon growth model.

This paper is structured as follows. Section II introduces
the PDE-ODE model of axon growth and tubulin concen-
tration with the steady-state solution. Section III presents
the control design by the method of backstepping, and the
stability result and its proof are given in Section IV. The
paper ends with the conclusion in Section VI.

II. MODELING OF AXON GROWTH

In this section, we present a mathematical model of axon
growth governed by a moving boundary PDE, derive a
steady-state solution for a given set point of the axon length,
and provide a reference error system to be stabilized.

A. Axon growth model by a moving boundary PDE

Tubulin is a group of proteins which is responsible for the
growth of a newly created axon. Two assumptions can be
described to model this responsibility. First, tubulin proteins
are modeled as a homogeneous continuum because free
tubulin molecules are very small. Then, tubulin molecules are
assumed to be the only factor responsible for axonal growth.
With these assumptions, as proposed in [18], [19], the axonal
growth of a newborn axon by tubulin can be modelled as

ct(x, t) =Dcxx(x, t)− acx(x, t)− gc(x, t), (1)
cx(0, t) =− qs(t), (2)
c(l(t), t) =cc(t), (3)
lcċc(t) =(a− glc)cc(t)−Dcx(l(t), t)

− (rgcc(t) + r̃glc)(cc(t)− c∞), (4)

l̇(t) =rg(cc(t)− c∞), (5)

where the tubulin concentration in the axon is denoted as
c(x, t), and the variables with subscripts t and x denote the
partial derivatives with respect to the subscripts. The variable
q denotes the concentration flux. Subscript “s” is used for the
soma of the neuron, and subscript “c” is used for the cone
of the neuron. Namely, qs(t) is the concentration flux of
tubulin in the soma, and cc(t) is the concentration of tubulin
in the cone. The length of the axon in x-coordinate is l(t).
As time passes, tubulin in the neuron degrade at the constant
rate, g. D is the diffusivity constant, and a is the velocity
constant of tubulin proteins in (1). lc is the growth ratio of
the cone, and r̃g is the reaction rate to create microtubules. s̃g

is the disassemble rate which means it is the transformation
rate from microbules to tubulin dimers and rg is a lumped
parameter. The equilibrium of the tubulin concentration in
the cone, which is denoted as c∞, causes the axonal growth
to stop. The control problem to be solved in this paper is
presented in the following statement.

Problem: Develop a feedback control law of qs(t) so that
l(t) converges to ls for a given desired length of the axon
ls > 0, subject to the governing equations (1)–(5).

B. Steady-state solution

To tackle the problem stated above, we first solve a steady-
state solution of the concentration profile for a given axon
length ls. By setting the time derivatives in (1), (4), and (5)
to zero, one can derive the steady-state solution of (1)-(5) as

ceq(x) = c∞

(
K+e

λ+(x−ls) +K−e
λ−(x−ls)

)
, (6)

where

λ+ =
a+

√
a2 + 4Dg

2D
, λ− =

a−
√
a2 + 4Dg

2D
, (7)

K+ =
1

2
+

a− 2glc

2
√
a2 + 4Dg

,K− =
1

2
− a− 2glc

2
√
a2 + 4Dg

. (8)

The steady-state input for the concentration flux in the
soma is obtained as

q∗s = −c∞
(
K+λ+e

−λ+ls +K−λ−e
−λ−ls

)
. (9)

C. Reference error system

Let u(x, t), z1(t), and z2(t) be the reference error states,
and U(t) be the reference error input, defined as

u(x, t) =c(x, t)− ceq(x), (10)
z1(t) =cc(t)− c∞, (11)
z2(t) =l(t)− ls, (12)
U(t) =− (qs(t)− q∗s ). (13)

By substituting the steady-state solution in (6) from the
governing equations (1)-(5), the reference error system is
obtained as in [18], [26].

Let X ∈ R2 be an ODE state vector for the reference error
states z1(t) and z2(t), defined by

X(t) = [z1(t) z2(t)]>. (14)



Applying the linearization of X(t) around zero states leads to
the following linearized reference error system (see Section
12-2 in [26] for the detailed derivation):

ut(x, t) =Duxx(x, t)− aux(x, t)− gu(x, t), (15)
ux(0, t) =U(t), (16)

u(l(t), t) =C>X(t), (17)

Ẋ(t) =AX(t) +Bux(l(t), t), (18)

where

A =

[
ã 0
rg 0

]
, B =

[
−β
0

]
, (19)

C =

[
1 − (a− glc)c∞

D

]>
. (20)

III. CONTROL DESIGN

The control design in this paper is based on a backstepping
transformation [20], which maps the reference error system
(u,X) to a target system (w,X). The backstepping transfor-
mation and the target system in this paper are given in the
remainder of this section.

A. Backstepping transformation and target system

Following the procedure in [25] for the Stefan problem,
we consider the following backstepping transformation:

w(x, t) =u(x, t)−
∫ l(t)

x

k(x, y)u(y, t)dy − φ(x− l(t))>X(t),

(21)

where k(x, y) ∈ R and φ(x− l(t)) ∈ R2 are the gain kernel
functions to be determined. We suppose the desired target
system as

wt(x, t) =Dwxx(x, t)− awx(x, t)− gw(x, t)

− l̇(t)F (x,X(t)), (22)
wx(0, t) =γw(0, t), (23)
w(l(t), t) =0, (24)

Ẋ(t) =(A+BK>)X(t) +Bwx(l(t), t), (25)

where K ∈ R2 is a feedback control gain vector chosen
to make A + BK Hurwitz which means that (A,B) is
controllable. In detail, by setting

K = [k1 k2], k1 >
ã

β
, k2 > 0, (26)

one can observe that the conditions for (k1, k2) makes
A + BK Hurwitz. Also, the redundant nonlinear term
F (x,X(t)) ∈ R in (22) caused by the moving boundary
is described as

F (x,X(t)) =
(
φ′(x− l(t))T − k(x, l(t))CT

)
X(t). (27)

B. Gain kernel solution

Taking the time and spatial derivatives of (21) together
with the solution of (15)-(18), and substituting x = l(t) in
both the transformation (21) and its spatial derivative, and
by matching with the target system (22)–(25), we have the
following PDE and an ODE for gain kernels.

kxx(x, y)− kyy(x, y) =
a

D
(kx(x, y) + ky(x, y)) , (28)

kx(x, x) + ky(x, x) = 0, (29)

k(x, l(t)) = − 1

D
φ(x− l(t))>B, (30)

Dφ′′(x− l(t))> − aφ′(x− l(t))> − φ(x− l(t))T [gI +A]

−Dky(x, l(t))C> + ak(x, l(t))C> = 0, (31)

φ(0) = C, φ′(0) = k(l(t), l(t))C> +K>. (32)

By the conditions (28)–(30), the solution of k(x, y) is
uniquely given by

k(x, y) = − 1

D
φ(x− y)>B. (33)

Substituting (33) into (31)–(32), the ODE of φ(·) becomes

Dφ′′(x− l(t))> − φ′(x− l(t))>
(
BC> + aI

)
− φ(x− l(t))>

[
gI +A+

a

D
BC>

]
= 0, (34)

φ(0) = C, φ′(0)> = − 1

D
C>BC> +K>. (35)

The solution to (34)-(35) is given by (see [24])

φ(x)> =
[
C> K> − 1

DC
>BC>

]
eN1x

[
I
0

]
, (36)

where the matrix N1 ∈ R4×4 is defined as

N1 =

[
0 1

D

(
gI +A+ a

DBC
>)

I 1
D

(
BC> + aI

) ]
. (37)

In order to check invertibility of (21), we define the inverse
Volterra Transformation

u(x, t) =w(x, t) +

∫ l(t)

x

q(x, y)w(y, t)dy + ϕ(x− l(t))>X(t).

(38)

Then, we apply the same strategy to obtain the inverse gain
kernel functions, q(x, y) ∈ R, and ϕ(x − l(t)) ∈ R2. The
PDE and ODE for the inverse gain kernels are

qxx(x, y)− qyy(x, y) =
a

D
(qx(x, y) + qy(x, y)) (39)

qx(x, x) + qy(y, y) = 0 (40)

q(x, l(t)) = − 1

D
ϕ(x− l(t))>B (41)

Dϕ
′′
(x− l(t))> + aϕ

′
(x− l(t))>

+
(
gI +A+BK>

)
ϕ(x− l(t))> = 0 (42)

ϕ(0) = C, ϕ′(0) = K (43)

which is well-posed, so one can obtain the solution of (39)-
(43) by applying the same procedure as the one we applied
to the forward kernel equations.



C. Control law
The control design is derived from the boundary condition

(23) of the target system at x = 0. Substituting x = 0 into
the transformation (21) and its spatial derivative, and using
boundary conditions for both the target system and the error
system, the control input is described as follows

U(t) =

(
γ − β

D

)
u(0, t)− 1

D

∫ l(t)

0

p(x)Bu(x, t)dx

+ p(l(t))X(t), (44)

where p(x) = φ′(−x)> − γφ(−x)>. Plugging the system
matrices (A,B,C,K) into the gain kernel function (36), and
calculating the transition matrix, one can explicitly derive the
function p(x) ∈ R2.

IV. PROOF OF MAIN RESULT

This section presents the main result of the paper, which
is a local stability of the closed-loop system, with providing
its proof by considering the H1-norm

Z(t) = ||u(·, t)||2 + ||ux(·, t)||2 +X>X. (45)

We present our main theorem below.

Theorem 1. Consider the closed-loop system consisting of
the plant (15)–(18) with the control law (44) and (36).
Suppose the control parameter γ > 0 is chosen to satisfy
γ ≥ a

D . Then, there exist positive parameters M̄ > 0, c > 0,
and κ > 0, such that if Z(0) < M̄ then the following norm
estimate holds

Z(t) ≤ cZ(0) exp(−κt) (46)

for all t ≥ 0, which guarantees the local exponential stability
of the closed-loop system.

A. Basic idea of proof of Theorem 1
Since the backstepping transformation (21) is invertible,

the stability property of the target system (22)-(25) is equiv-
alent to the stability property of the closed-loop system
consisting of the plant (15)-(18) with the control law (44).
The local stability of the target system is studied under the
assumption that the following two conditions hold:

0 < l(t) ≤ l̄, (47)

|l̇(t)| ≤ v̄, (48)

for some l̄ > ls > 0 and v̄ > 0. The restricted initial state
will be given later in order to satisfy these conditions for all
t ≥ 0.

B. Useful inequalities
The following inequalities are used in Lyapunov analysis.

Under the condition (47), and by boundary conditions (23)
and (24), Poincare’s inequality is provided as

||w||2 ≤4l̄2||wx||2, ||wx||2 ≤ 2l̄γ2w(0, t)2 + 4l̄2||wxx||2,
(49)

and the Agmon’s inequality is given as

wx(l(t), t)2 ≤2γ2w(0, t)2 + 4l̄||wxx||2. (50)

C. Proof of Lyapunov stability

We consider the Lyapunov function of the target system
as

V = d1V1 + V2 +
γ

2
w(0, t)2 + d2V3, (51)

where d1 > 0 and d2 > 0, and each Lyapunov function is

V1 =
1

2
||w||2 :=

1

2

∫ l(t)

0

w(x, t)2dx, (52)

V2 =
1

2
||wx||2 :=

1

2

∫ l(t)

0

wx(x, t)2dx, (53)

V3 =X(t)>PX(t), (54)

where positive definite matrix P is the solution of the
following Lyapunov equation

(A+BK>)>P + P (A+BK>) = −Q, (55)

for some positive definite matrix Q. Since (A + BK>) is
Hurwitz, positive definite matrices P and Q exist. Due to
the positive definiteness, it holds that

λmin(P )X>X ≤ X>PX ≤ λmax(P )X>X, (56)

where λmin(P ) > 0 and λmax(P ) > 0 are the smallest and
the largest eigenvalues of P > 0. Then we have the following
lemma.

Lemma 1. Assume that (47)–(48) are satisfied with

v̄ = min

{
g

4γ
,
D

8l̄

}
, (57)

for all t ≥ 0. Then, for sufficiently large d1 > 0 and small
d2 > 0, there exists a positive constant β > 0 such the
following norm estimate holds for all t ≥ 0:

V̇ ≤ −αV + βV 3/2, (58)

where α = min
{

2g + D
4l̄
, 4g+d1D

2 , λmin(Q)
2λmax(P ) ,

d2(2d1D+g)
4

}
.

Proof. Taking the time derivative of the Lyapunov functions
along the target system (22)–(25), we have

V̇1 =−D||wx||2 − g||w||2 −
(
γD − a

2

)
w(0, t)2

+ l̇(t)

∫ l(t)

0

F (x,X(t))w(x, t)dx. (59)

V̇2 =−D||wxx||2 + a

∫ l(t)

0

wxx(x, t)wx(x, t)dx

− g||wx||2 − γw(0, t)wt(0, t)−
1

2
l̇(t)wx(l(t), t)2

− l̇(t)(F (l(t), X(t))wx(l(t), t)− γF (0, X(t))w(0, t))

−γgw(0, t)2 − l̇(t)
∫ l(t)

0

Fx(x,X(t))wx(x, t)dx (60)

V̇3 =−X(t)>QX(t) + 2wx(l(t), t)B>PX(t). (61)



Applying the Agmon’s inequality (50) and Young’s inequal-
ity to V̇2 in (60) and V̇3 in (61) leads to

V̇2 ≤−
D

4
||wxx||2 −

γg

2
w(0, t)2 −

(
g − a2

D

)
||wx||2

+ l̇(t)γF (0, X(t))w(0, t)

+ l̇(t)

∫ l(t)

0

Fx(x,X(t))wx(x, t)dx

+

∣∣l̇(t)∣∣
2

F (l(t), X(t))2 − γw(0, t)wt(0, t), (62)

V̇3 ≤−
λmin(Q)

2
X>X

+
2
∣∣B>P ∣∣2
λmin(Q)

(
2γ2w(0, t)2 + 4l̄||wxx||2

)
. (63)

By using (59), (62) and (63), recalling γ ≥ a
D , and choosing

the constants d1 and d2 to satisfy

d1 ≥
2a2

D2
, d2 ≤ min

{
Dλmin(Q)

64l̄
∣∣BTP ∣∣2 , gDλmin(Q)

16a |BTP |2

}
, (64)

the time derivative of Lyapunov function (51) for the target
system is shown to satisfy the following inequality

V̇ ≤ −αV +

∣∣l̇(t)∣∣
2

F (l(t), X(t))2 + l̇(t)γF (0, X(t))w(0, t)

+ l̇(t)

∫ l(t)

0

Fx(x,X(t))wx(x, t) + d1F (x,X(t))w(x, t)dx.

(65)

Taking the square of (27), it follows that the re-
dundant nonlinear terms in (65) can be bounded by a
quadratic norm of the ODE state. Namely, there exist
positive constants L1 > 0, L2 > 0, and L3 such that
F (0, X(t))2 ≤ L1X

>X , F (l(t), X(t))2 ≤ L1X
>X ,∫ l(t)

0
Fx(x,X(t))2dx ≤ L2X

>X ,
∫ l(t)

0
F (x,X(t))2dx ≤

L3X
>X . In addition, l̇(t) can be rewritten as l̇(t) = rge1X .

By using these relations and applying Cauchy-Schwarz in-
equality and Young’s inequality, one can show that

V̇ ≤ −αV + rg

(
L1(1 + γ) + 1

2d2λmin(P )
+ (1 + L3 + d1L2)

)
V 3/2.

(66)

Thus, there exists β > 0 such that Lemma 1 holds.

D. Guaranteeing the conditions for all time
Next, we prove important lemmas to conclude with Theo-

rem 1 ensuring the local stability of the closed-loop system.

Lemma 2. There exists a positive constant M1 > 0 such
that in the region Ω1 := {(w,X) ∈ H1 × R2|V (t) < M1}
the conditions (47) and (48) are satisfied.

Proof. By using (14) and (5), X(t) can be described as

X(t) =
[

l̇(t)
rg

l(t)− ls
]>

. Thus, for some r > 0, if
|X| < r then both the following two inequalities hold:∣∣∣∣∣ l̇(t)rg

∣∣∣∣∣ < r,
∣∣l(t)− ls∣∣ < r. (67)

TABLE I: Biological constants and control parameters
Parameter Value Parameter Value

D 10× 10−6m2/s γ 104

a 1× 10−8m/s lc 4µm
g 5× 10−7 s−1 ls 12µm
rg 1.783× 10−5 m4/(mols) l0 1µm
c∞ 0.0119 mol/m3 k1 −0.1
r̃g 0.053 k2 1013

The former inequality tells that if r < v̄
rg

then the condition
(47) holds. Moreover, the latter inequality yields −r + ls <
l(t) < r + ls, and thus if both r < ls and r < l̄ − ls
hold, then the condition (48) holds. Therefore, the constant
r > 0 is chosen as r = min

{
v̄
rg
, ls, l̄ − ls

}
. Since |X|2 ≤

1
λmin(P )X

>PX ≤ d2
λmin(P )V , we deduce that by setting

M1 = λmin(P )
d2

r2, if V (t) < M1 holds then |X| < r and
thus the conditions (47) and (48) are satisfied, by which we
can conclude Lemma 2.

Lemma 3. There exists a positive constant M > 0 such that
if V (0) < M then the conditions (47) and (48) are satisfied
and the following norm estimate holds:

V (t) ≤ V (0) exp
(
−α

2
t
)
. (68)

Proof. For a positive constant M > 0, let Ω := {(w,X) ∈
H1 × R2|V (t) < M}. By Lemma 2, it is easily shown that
if M ≤ M1 then Ω ⊂ Ω1, and thus the conditions (47) and
(48) are satisfied in the region Ω. Thus, by Lemma 1, the
norm estimate (58) holds. Moreover, by setting M ≤ α2

4β2 ,
we can see that applying V (t) < M to (58) leads to

V̇ ≤ −α
2
V, (69)

by which the norm estimate (68) is deduced. Since (68) is a
monotonically decreasing function in time, by setting M =
min{M1,

α2

4β2 }, the region Ω is shown to be an invariant set.
Thus, if V (0) < M , then V (t) < M for all t ≥ 0, and one
can conclude with Lemma 3.

Finally, owing to Lemma 3, and the equivalent norm
estimate in the H1-norm between the target and the closed-
loop system, the local stability of the closed-loop system is
proved, which completes the proof of Theorem 1.

V. NUMERICAL SIMULATION

Simulation is performed for the axon growth dynamics (1)-
(5) under the designed control law (44). We use the biological
constants given in [18], and choose the control parameters,
as shown in Table I. The initial tubulin concentration is set as
a constant profile c0(x) = 2c∞, and the initial axon length
is set as l0 = 1µm.

Fig. 2a shows that the axon length converges to the
desired length ls. In addition, Fig. 2b depicts that the tubulin
concentration converges to the steady-state solution. Hence,
we observe that the simulation result is consistent with our
theoretical results.



(a) The axon length converges to the desired length.

(b) The tubulin concentration converges to the steady-state.

Fig. 2: Closed-loop response under the designed control law.

VI. CONCLUSION

In this paper, a boundary feedback control for an axonal
growth model governed by a coupled PDE-ODE with a mov-
ing boundary is studied. The backstepping transformation is
utilized for the original system to convert it to the target
system which has a stable system matrix in ODE. The gain
kernel solutions in the transformation are obtained, and the
boundary feedback control law is designed explicitly. Using
Lyapunov’s method, we first prove that the target system is
locally exponentially stable in the spatial H1-norm and then
we prove local stability of the original coupled PDE-ODE
system of axonal growth model. Showing the local stability
without applying linearization will be studied in future.
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