
Robust Learning of Recurrent Neural Networks in Presence of
Exogenous Noise

Arash Amini1, Guangyi Liu1 and Nader Motee1

Abstract— Recurrent Neural networks (RNN) have shown
promising potential for learning dynamics of sequential data.
However, artificial neural networks are known to exhibit poor
robustness in presence of input noise, where the sequential
architecture of RNNs exacerbates the problem. In this paper, we
will use ideas from control and estimation theories to propose a
tractable robustness analysis for RNN models that are subject
to input noise. The variance of the output of the noisy system
is adopted as a robustness measure to quantify the impact of
noise on learning. It is shown that the robustness measure can be
estimated efficiently using linearization techniques. Using these
results, we proposed a learning method to enhance robustness of
a RNN with respect to exogenous Gaussian noise with known
statistics. Our extensive simulations on benchmark problems
reveal that our proposed methodology significantly improves
robustness of recurrent neural networks.

I. INTRODUCTION

Recurrent models have shown promising performance in
various applications over the past decades, due to their
special design to handle sequential data, including image
recognition [1], linguistics [2], and robotics [3],[4]. In gen-
eral, Recurrent neural networks (RNN) can be considered
as a complex nonlinear dynamical system [5],[6], where
their properties can be investigated using the existing tools
developed for control and dynamical systems [7]. The key
difference between the two is that with RNNs we are
approximating the trainable parameters using a given set of
sequential inputs to recover (learn) their underlying dynam-
ics. In contrast, in control and dynamical systems, a model
is already given and the objective is to control the dynamic
behavior of the system using a set of sequential inputs [8].
The challenge of training RNN models for achieving an
acceptable accuracy has been studied extensively [7],[9].
There are different architectures proposed to improve the
learning accuracy of RNNs, such as Long Short-term Mem-
ory (LSTM) [10] and Gated recurrent unit (GRU) [11].

The structure of a recurrent neural network is illustrated
in Figure 1 which was first introduced in 1980’s [12], [13].
The main objective for this class of neural networks is
to learn time series and explore the correlation between
different states throughout time. Unrolling a recurrent model,
as shown in Figure 1, yields a nonlinear dynamical system.
As a result, techniques intended for dynamical systems and
control are being used more frequently to analyze this branch
of artificial neural networks. The authors of [14] show that
stable dynamical system is learnable with gradient descents
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Fig. 1: Schematic diagram of a recurrent neural network

methods. In [6], a notion of stability [15] is used to answer
questions regarding stable training of recurrent models and
whether one can approximate a recurrent model with a deep
neural network. The stability of RNN models is further
investigated in [16] by applying the notion of stability in
the sense of Lyapunov.

Despite recent advancements in the area of artificial neural
networks, most of the proposed architectures are fragile in
presence of input noise. Due to the iterative nature of the
recurrent models, the effect of input noise propagates and
magnifies as the input sequence becomes longer. The noise
from prior inputs that are passing through nonlinear functions
make the analysis more challenging. Moreover, if the model
is unstable, there is no guarantee that the model can reach
a reasonable outcome under presence if exogenous noise.
Some notions of robustness in artificial neural networks have
been addressed recently [17] and in more detail for recurrent
models under advisory attack by [18],[19].

In classic control and estimation problems, it is assumed
that for a given unknown model, the input can be controlled
[8], [20]. Therefore, one can stimulate the input signal and
collect measurements from the output to obtain a reasonable
estimation for the system [21],[22]. During the supervised
learning of a RNN model, however, our ability to control
the input sequence is limited. A series of data with their cor-
responding target outputs are usually provided beforehand.
Even though solving the learning problem gives a reasonable
estimation of the model parameters in terms of prediction
accuracy, the question of how well the model will performs
in presence of anonymous data, which is corrupted by noise,
is yet to be explored.

Throughout this paper, we aim to elucidate the problem
of robustness for general recurrent neural networks with
additive input noise. We begin by defining an effective
metric for the RNN model’s robustness that can quantify

ar
X

iv
:2

10
5.

00
99

6v
2 

 [
cs

.L
G

] 
 4

 M
ay

 2
02

1



the impact of input noise on the output and cost function.
Next, by calculating an upper bound for the robustness
measure, we show that under what condition the robustness
measure is bounded and explore venues related to training
stable RNN models and its effect on the robustness. We
proceed to introduce a novel approach that provides an
estimation for the output statistics inspired by ideas from
the Extended Kalman Filter. Finally, we propose two dif-
ferent algorithms to enhance robustness of recurrent neural
networks. Our extensive simulation results confirm that our
proposed methodology significantly improves robustness of
RNNs in presence of Gaussian input noise.

II. PROBLEM STATEMENT

The state-of-the-art machine learning technique to handle
sequential data is the class of recurrent neural networks
(RNN), which has been successfully employed for com-
mercial applications like Google’s voice [23]. Circulating
the incoming information in a loop provides us a model
that keeps the memory of its past and current inputs. The
dynamics of a general recurrent neural network can be
modeled by

xt = F(xt−1,ut, θF ),

yt = G(xt, θG)
(1)

with initial condition x0, where ut ∈ Rd,xt ∈ Rn,yt ∈ Rm
represent the input, hidden state, and the output of the re-
current network at time instant t. The vectors of all trainable
parameters are denoted by θF and θG. Examples include
basic RNN[7], LSTM [10], and GRU [11]. Throughout the
paper, ‖x‖ stands for the Euclidean norm of vector x.

Assumption 1: The vector-valued function F is Lipschitz
continuous w.r.t the hidden state and input with constants
λ > 0 and κu > 0, respectively. Moreover function G
is Lipschitz continuous w.r.t the hidden state with constant
κG > 0.

This assumption implies that

‖F(x,u, θF )− F(x̄,u, θF ) ‖ ≤ λ ‖x− x̄ ‖ (2)

for all x, x̄ ∈ Rn and

‖F(x,u, θF )− F(x, ū, θF ) ‖ ≤ κu ‖u− ū ‖ , (3)

for all u, ū ∈ Rd. The learning pro-
cess in a RNN model involves finding
parameters θF , θG using given training datasets
{(ut,y∗t )}

T
t=0 by minimizing a loss function that measures

closeness between the target output {y∗t }
T
t=0 and the output

of system (1) w.r.t input {ut}Tt=0. In this work, we consider
the class of loss functions that can be expressed as

E(θF , θG) =

T∑
t=1

L(yt,y
∗
t ), (4)

where L is Lipschitz continuous with constant κL > 0.
Examples of some commonly used loss functions are the

cross-entropy function for classification purposes, which is
defined by

L(yt,y
∗
t ) = −yt[i∗] + log

 m∑
j=1

exp (yt [j] )

 ,

where i∗ = arg maxj y∗t [j] is a class label, and mean square
error function to predict time series, which is given by

L(yt,y
∗
t ) = ‖yt − y∗t ‖

2
2 .

The problem is to learn trainable parameters of the re-
current neural network (1) such that system (1) exhibits a
robust behaviour in presence of additive input noise. Suppose
that the given training data ut is corrupted by some additive
Gaussian noise wt ∼ N (0,Σt), i.e., ũt = ut + wt, and fed
to the RNN. The hidden state and output become random
variables whose time evolution are given by

x̃t = F(x̃t−1, ũt, θF ),

ỹt = G(x̃t, θG),
(5)

The objective of this paper is to train network (1) using
the given datasets {(ut,y∗t )}

T
t=0 such that the output of the

perturbed system (5) minimizes the expected loss function

Ẽ(θF , θG) = E

{
T∑
t=1

L(ỹt,y
∗
t )

}
. (6)

Remark 1: Since the sequence of target outputs {y∗t }
T
t=0

are given, and for simplicity of our notations, we may use
notation L(yt) instead of L(yt,y

∗
t ).

III. ROBUSTNESS MEASURE FOR LEARNING

We can interpret the disturbed RNN model (5) as a control
system with noisy input and employ ideas from robust
control [20] to analyze this class of neural networks. We
adopt the expected deviation of the output of the noisy
RNN (5) from the output of the undisturbed RNN (1) as
a robustness measure, i.e.,

ρt(θF , θG) := E
{
‖ỹt − yt‖2

}
. (7)

By denoting the expected value of the output by ŷt =
E[ỹt] and its covariance by

Rt = E
{

(ỹt − ŷt)(ỹt − ŷt)
T
}
,

one can show that

ρt(θF , θG) = Tr (Rt) + Bias (yt) , (8)

where the bias term is given by

Bias(yt) = (ŷt − yt)
T (ŷt − yt).

Our objective is to learn parameters θF , θG using the origi-
nal dataset such that the RNN will have a robust performance
with respect to all noisy inputs {ut + wt}Tt=0 with wt ∼
N (0,Σt). Calculating the expected loss function (6) is very
challenging in general as one should calculate statistics of
the output of the noisy nonlinear system (5), which requires
solving the corresponding Fokker–Planck equation [24],[25].



Our following result quantifies a relationship that will help
us solve the robust learning problem efficiently.

Theorem 1: The expected loss function for the noisy
recurrent neural network (5) satisfies

Ẽ(θF , θG) ≤ κL
T∑
t=1

√
ρt(θF , θG) + E(θF , θG), (9)

where κL is the Lipschitz constant of L.
Proof: At any time instance t one can write

L(ỹt) = L(ỹt)− L(yt) + L(yt),

≤ ‖L(ỹt)− L(yt,)‖+ L(yt),

≤ κL ‖ỹt − yt‖+ L(yt),

taking expected value with respect to the input noise from
both side implies that

E {L(ỹt)} ≤ L(yt) + κLE {‖ỹt − yt‖} . (10)

For the second term by the Jensen’s inequality and the fact
that square root is a concave function

E
{
‖ỹt − yt‖

}
= E

{√
(ỹt − yt)T (ỹt − yt)

}
≤
√

E
{
‖ỹt − yt‖2

}
=
√
ρt(θF , θG).

The above inequality combined with inequality (10) implies
that

E {L(ỹt)} ≤ L(yt) + κL
√
ρt(θF , θG).

Taking the summation over time from both sides of the
inequality result in

T∑
t=1

E {L(ỹt)} ≤
T∑
t=1

L(yt) +

T∑
t=1

κL
√
ρt(θF , θG).

The expected value and summation are exchangeable. There-
fore, from the definition of (6), the inequality (9) follows.

The right-hand-side of the inequality (10) provides a
meaningful decomposition that involves the learning accu-
racy, which can be quantified by the loss function (4), and the
impact of noise on learning, which is quantified by the square
root of the robustness measure. This result is important as it
suggests that in order to achieve robust learning with respect
to exogenous noise, one should train the RNN by minimizing
a regularized cost function that represents a term for learning
accuracy and an additional term for robustness. We will
discuss this in detail in Section VI.

Remark 2: The robustness measure (7) has been already
used in evaluating the H2-norm of linear time-invariant
systems that are subject to Gaussian noise [26], [27], [28],
[29], [30], [31], [32]

IV. CALCULATING UPPER BOUNDS FOR THE
ROBUSTNESS MEASURE

As we discussed earlier, finding explicit forms for the
robustness measure (7) is a tedious task as one needs to
calculate statistics of a stochastic process generated by a
nonlinear dynamical system. In the following, we aim at
formulating some explicit upper bounds under some assump-
tions.

Definition 1: The RNN model (1) is stable if there exists
θF such that the Lipschitz property (2) holds with λ < 1.

We refer to [6] for a complete discussion on this class of
networks. Stable recurrent neural networks are more reliable
due to their predictable behavior. In the following theorem,
we show that if an RNN is stable, then the robustness
measure is bounded for every data sequence.

Theorem 2: Let us consider the noiseless RNN (1) with
initial condition x0, and the noisy RNN (5) with additive
Gaussian noise wt ∼ N (0,Σt) and initial condition that is
drawn from N (x0,Γ). Then,

ρt(θF , θG) ≤ κ2G

(
(2λ2)tTr(Γ) + κu

t−1∑
i=0

(2λ2)iTr(Σi)

)
.

(11)

Moreover, if λ < 1√
2

and the covariance matrix of the input
noise stays constant over time, i.e., Σt = Σ for all t ≥ 0,
then

ρ∞(θF , θG) ≤ 2(κuκG)2Tr(Σ)

1− 2λ2
. (12)

Proof: At each time instant t, we have

‖xt − x̃t‖ = ‖F(xt−1,ut − F(x̃t−1, ũt)‖
= ||F(xt−1,ut)− F(xt−1, ũt)

+ F(xt−1, ũt)− F(x̃t−1, ũt)||
≤ ‖F(xt−1,ut)− F(xt−1, ũt)‖

+ ‖F(xt−1, ũt)− F(x̃t−1, ũt)‖
≤ κu ‖ũt − ut‖+ λ ‖x̃t − xt‖
≤ κu ‖wt‖+ λ ‖x̃t−1 − xt−1‖ .

Squaring both sides results in

‖x̃t − xt‖2 ≤
(
κu ‖wt‖+ λ ‖x̃t−1 − xt−1‖

)2
≤ 2
(
κ2u ‖wt‖2 + λ2 ‖x̃t−1 − xt−1‖2

)
, (13)

where inequality (x + y)2 ≤ 2(x2 + y2), for all x, y ≥ 0,
is utilized in the latter step. The Lipschitz continuity of G
implies that

‖ỹt − yt‖ = ‖G(xt)−G(x̃t))‖ ≤ κG ‖x̃t − xt‖ .

The robustness measure can be bounded by

ρt(θF , θG) = E
{
‖ỹt − yt‖2

}
≤ κ2GE

{
‖x̃t − xt‖2

}
.

Since wt is Gaussian with zero mean and covariance Σt,
it can be shown that E{‖wt‖2} = Tr(Σt). Thus, inequality
(13) can be rewritten as

E
{
‖x̃t − xt‖2

}
≤ 2κ2uTr(Σt) + 2λ2E

{
‖x̃t−1 − xt−1‖2

}
.



By inserting the previous error bounds recursively, one can
obtain an explicit upper bound as follows

E
{
‖x̃t − xt‖2

}
≤ (2λ2)tE

{
‖x̃0 − x0‖2

}
+ 2

t−1∑
i=0

(2λ2)iκ2uTr(Σi). (14)

This inequality combined with the fact that
E
{
‖x̃0 − x0‖2

}
= Tr(Γ) leads to

ρt(θF , θG) ≤ κ2G

(
(2λ2)tTr(Γ) + 2

t−1∑
i=0

(2λ2)iκ2uTr(Σi)

)
.

For stable recurrent networks, we have λ < 1√
2

. Thus, λt →
0 as t→∞ and the geometric series converges to

ρ∞(θF , θG) ≤ 2
(κuκG)2Tr(Σ)

1− 2λ2
.

Despite our usual expectations, aiming at training stable
RNN models leads to imposing unnecessary constraints on
the trainable parameters (cf. [6]), which may result in poor
robustness properties. Moreover, stability is not a require-
ment when training recurrent neural networks as they usually
operate over a finite time horizon. In Section VI, we discuss
that training without imposing stability conditions will result
in superior robustness properties.

The dynamics of a basic recurrent neural network model
is governed by

xt = σ(Axt−1 + But + b),

yt = Cxt + c,
(15)

where σ is Lipschitz continuous with constant κσ . The
trainable parameters are components of matrices A,B, b,C,
and c. Some popular examples of σ are tanh, and Relu
function, where in both cases κσ = 1. The corresponding
Lipschitz constants are

λ = κσ ‖A‖ , κu = κσ ‖B‖ , κG = ‖C‖ ,

where the matrix norm is defined by

‖A‖ = sup {‖Ax‖ | x ∈ Rn with ‖x‖ = 1} .

Corollary 1: For the class of basic RNNs, if we assume
that the covariance matrix of the input noise stays constant
over time and equal to Σ and κσ is set to 1 then upper bounds
(11)-(12) can be improved by

ρt(θF , θG) ≤ ‖C‖2
(
‖A‖2t Tr(Γ) (16)

+

t−1∑
i=0

‖A‖2i ‖B‖2 Tr(Σ)
)
,

and

ρ∞(θF , θG) ≤

 ‖B‖ ‖C‖√
1− ‖A‖2

2

Tr(Σ). (17)

Fig. 2: Robust learning architecture.

Proof: Let us define ht = Axt−1 + But + b for ease
of notation, then by Lipschtiz continuity of σ

‖x̃t − xt‖ ≤
∥∥∥σ(h̃t)− σ(ht)

∥∥∥
≤ κσ

∥∥∥h̃t − ht∥∥∥
= κσ ‖A(x̃t−1 − xt−1) +Bwt‖ .

By using the above inequality it is clear that

E
{
‖δt‖2

}
≤ E

{
κ2σ ‖A(δt−1) +Bwt‖2

}
≤ κ2σE

{
δTt−1A

TAδt−1 + wT
t B

TBw + 2δTt−1A
TBwt

}
,

where δt = x̃t−xt. Note that the input noise is independent
through time i.e. E

{
wT
t ws

}
= 0 if t 6= s. Hence the x̃t−1 is

independent from wt and E
{
wT
t δt−1

}
= 0. Therefore the

above inequality boils down to

E
{
‖δt‖2

}
≤ κ2σE

{
δTt−1A

TAδt−1 + wT
t B

TBw
}

≤ κ2σ
(
‖A‖2 E

{
‖δt−1‖2

}
+ ‖B‖2 Tr(Σt)

)
. (18)

Replacing the inequality (13) by (18) with similar approach
to proof of Theorem 1 the inequalities (16), (17) follows.

We should point out that the upper bounds obtained in this
section are based on Lipschitz constants. Therefore, they are
not expected to be tight.

V. STATE AND OUTPUT COVARIANCE ESTIMATION

Computing an exact and explicit expression for the ro-
bustness measure requires us to access the exact stochastic
information of the disturbed RNN output, which is tremen-
dously challenging, even for the basic RNN models. The
problem of estimating the statistics of the output of a noisy
nonlinear control system has been studied comprehensively



Fig. 3: The sequencing of the MNIST dataset for recurrent models,
illustrated with digit 7.

in the context of Kalman filtering [21]-[22],[33]. The Ex-
tended Kalman Filter (EKF) and its variants are powerful
methods that have been successfully applied to various real-
world applications [34]. In this section, we build upon ideas
from the EKF and apply similar linearization techniques
to estimate covariance matrices of the noisy RNN. In the
following, we briefly state some of the known results on the
transformation of uncertainty [35].

Suppose that a function f : Rn → Rm in C1 and a random
vector x ∈ Rn with expected value x̂ and covariance matrix
Pxx are given. Then, one can expand right-hand-side of
y = f(x) around x̂ = E {x} to obtain

y = f(x̂) +∇xf(x̂)(x− x̂) + o
(
(x− x̂)2

)
. (19)

Taking the expectation from both sides of the equality results
in

ŷ = f(x̂) +∇xf(x̂)E {x− x̂}+ o
(
E
{

(x− x̂)2
} )

= f(x̂) + E
{
o
(
(x− x̂)2

)}
≈ f(x̂), (20)

where E[y] = ŷ. Furthermore, the covariance matrix of the
random variable y can be approximated by

Pyy ≈ (∇xf) Pxx (∇xf)
T
. (21)

The Extended Kalman filter utilizes a similar approach to
approximate expected values and covariance matrices. Our
main advantage in this problem is that we have full access
to the exact value of state and output variables with a
predetermined input sequence.

Theorem 3: Let us consider the noisy recurrent neural
network (5) with input noise wt ∼ N (0,Σt). Then, the
estimation for the expected value and covariance matrix of
the hidden state can be calculated by

x̂t = F(x̂t−1,ut, θF ),

P̂t = (∇xF) P̂t−1 (∇xF)T + (∇uF) Σt (∇uF)T ,
(22)

where x̂t = E[x̃t] and P̂t denotes the estimation of the co-
variance matrix Pt = E

{
(x̃t − x̂t)(x̃t − x̂t)

T
}

. Similarly,

the expected value and covariance matrix of the output can
be estimated as

ŷt = G(x̂t, θG),

R̂t = (∇xG)P̂t(∇xG)T ,
(23)

where R̂t is the estimation of covariance of the output. The
gradients ∇xF, ∇uF, and ∇xG are calculated at working
points (x̂t−1, ut, θF ) and (x̂t−1, θG) respectively. Further-
more, the robustness measure can be approximated by

ρt(θf , θG) ≈ Tr
(
R̂t

)
. (24)

Proof: Based on equation (1), the linearization around
x̂t−1 for the dynamics of the hidden state implies that

x̃t = F(x̃t−1, ũt)

= F(x̂t−1 + δxt−1, ût + wt)

= F(x̂t−1, ût) +∇xFδxt−1 +∇uFwt

+ o(δ x2
t−1,w

2
t ).

Similar to transformation of uncertainty technique, one can
employ equations (21) and (20) to estimate the expected
value and covariance of x̃t by equation (22). Exogenous
noise wt has Gaussian distribution N (0,Σt) with assump-
tion that the additive noise is independent throughout time
i.e. E[wtws] = δt−s. Likewise, the linearization for the
output is going to be

ỹt = G(x̃t) = G(x̂t + δxt)

= G(x̂t) +∇xGδxt + o(δx2
t ).

Employing transformation of uncertainty, it is straightfor-
ward to compute the output expected value and covariance
by equations (23).

In each training epoch, our access to the ŷt is limited to
the sampling of yt. If the original data is clean, i.e., there are
no disturbance or corruption applied to the input sequence,
then ŷt = yt. However, in most cases, the original data is
not clean, and there is some error. There are various methods
to improve this approximation that is out of the scope of this
paper [35],[22]. Therefore, we assume that the bias term in
the robustness measure is zero, i.e., ŷt ≈ yt. Finally, the
robustness measure can be approximated by

ρt(θF , θG) = Tr
(
Rt

)
≈ Tr

(
R̂t

)
.

The iterative update rules (22) and (23) along the evolution
of the RNN provide reliable estimates for the statistics of
the desired variables which in turn enable us to estimate
the robustness measure in an efficient manner. Although this
approach is based on approximating a nonlinear system with
its linearized counterpart, it turns out that it provides reliable
and efficient estimates for our learning purposes.

Example 1: Let us consider the basic RNN whose dynam-
ics is governed by (15). For simplicity of our notation, we
use ht = Axt−1 + But + b. The gradient of the recurrent



(a) ω = 0. (b) ω = 1.

(c) ω = 2. (d) ω = 3.

Fig. 4: Distorted MNIST dataset with different noise amplitudes.

model with respect to various variables are given by

∇xF(ht) = σ′(ht)�A,

∇uF(ht) = σ′(ht)�B,

∇xG(xt) = C,

where � represents the Hadamard product and σ′(ht) stands
for the element-wise derivative of the σ function at ht. The
update rules for matrices P̂t and R̂t are

P̂t =
(
σ′(ht)�A

)
Pt−1

(
σ′(ht)�A

)T
+(

σ′(ht)�B
)
Σt
(
σ′(ht)�B

)T
,

(25)

R̂t ≈ CPtC
T . (26)

The iterative equations (25)-(26) reveal how the trainable
parameters influence the RNN’s outcomes when they are sub-
ject to exogenous noise. We should highlight that the analysis
in this section shows how we can efficiently approximate
the robustness measure and employ it for training a robust
recurrent neural network.

VI. LEARNING ROBUST RNN
In previous sections, we quantified the effect of noise input

on the output of a RNN network. As we discussed in Section
III, the expected value of the training cost in presence of
noise is bounded by

E {L(ỹt)} ≤ κL
√
ρt(θF , θG) + L(yt).

This inequality reveals that including the robustness measure
ρt(θF , θG) as a regularization term to the loss function, i.e.,

Êt = L(yt) + µρt(θF , θG), (27)

where µ > 0 is a design parameter to adjust robustness
level, will significantly improve learning robustness. In view
of (27) and the fact that calculating an explicit closed-form
expression for the robustness measure is very challenging,
we consider two remedies. The first approach is based on
the upper bound in the right hand-side of inequality (11),
which is obtained using Lipschitz properties of the RNN.
The second method is based on approximation formula (24),
which is derived by calculating propagation of noise in the
output of the RNN throughout time.

A. Regularization via Robustness Measure Approximation

The existing methods [7] in the context of recurrent neural
networks only consider the bias term in (8) during the
training and ignore the convariance term. We utilize an
estimation of the output covariance in order to approximate
the robustness measure and regularize the loss function
according to

Ê =

T∑
t=0

(
L(yt) + µTr(R̂t)

)
. (28)

The equations (22)-(23) present a procedure to approxi-
mate the covariance matrices of the hidden states and the
output variables. A schematic diagram of this process is
shown in Figure 2, where the RNN block updates the hidden
state biases and the CV-RNN block updates the covariance
matrix of the hidden state.

One may employ a variety of backpropagation through
time algorithms [36]-[37] to compute the respective gradients
for both the loss function and the surrogate for the robustness
measure to learn a robust RNN.

B. Regularization via Upper Bound for Robustness Measure

In this approach, we aim to minimize the upper bound
obtained in Theorem 2 for the robustness measure. As a
result, the regularized loss function for training1 can be
expressed as to the cost function such that

Ê =

T∑
t=0

(
L(yt) +

µ

Ne
Ωt

)
, (29)

where Ne measures the number of epochs, µ is a design
parameter, and Ωt is the upper bound in inequality (11) that
is given by

Ωt = κ2G

(
(2λ2)tTr(Γ) + κu

t−1∑
i=0

(2λ2)iTr(Σi)

)
.

For a basic recurrent model (15), the upper bound in inequal-
ity (16) can be used

Ωt = ‖C‖2
(
‖A‖2t Tr(Γ) +

t−1∑
i=0

‖A‖2i ‖B‖2 Tr(Σi)

)
.

Imposing the upper bound as a regularizer steers the
training process to learn a more robust system with respect
to the input noise. Under some conditions, the regularizer

1Further discussions on the decay rate of factor µ
Ne

can be found in [7].



Fig. 5: Learning curves for both training and testing datasets, with
aforementioned learning methods.

indirectly enforces a basic RNN to be stable, i.e., the λ < 1.
In fact, for basic RNN, if after training one can verify that

Ωt < ‖C‖2
(

Tr(Γ) + t ‖B‖2 Tr(Σ)
)
,

then, the resulting RNN will be asymptotically stable.
Remark 3: The regularized problem in Subsection VI-A

results in a comparably more robust RNN model with respect
to what the regularized problem in Subsection VI-B can
provide. However, the computational cost of computing co-
variance matrices in Subsection VI-A is significantly higher.

Remark 4: The idea of training for a stable RNN may
not necessarily improve robustness of RNN networks. One
can observe from our derivations that the robustness measure
depends on both weight matrices A and B, whereas stability
requirement only depends on A. To enforce stability condi-
tion, the singular values of the weight matrix A are trimmed
down to 1 after each iteration [6]. Enforcing stability con-
ditions can potentially result in gradient vanishing problem,
which will in turn deteriorate the learning accuracy.

VII. EXPERIMENTS

To validate our theoretical results presented in the previous
sections, we consider the benchmark classification problem
of handwritten digits using MNIST dataset [38]. Each sample
in this dataset is a 28×28 pixels image of a handwritten digit,
which can be represented by a 28×28 matrix, and is labeled
by a target digit between 0 and 9. As it is shown in Figure
3, each sample is turned into a sequence of 28 row vectors
in order to make the data suitable to be utilized as input for
recurrent neural networks.

All simulations are performed in Pytorch platform2. For
the MNIST classification problem using a basic recurrent
model, we investigate and compare four scenarios: regular
learning, stable learning, regularized robust learning using

2All codes for the experiments are available on first author’s GitHub at
https://github.com/ara416/Robust-RNN-Learning

Fig. 6: Misclassification percentage concerning the noise amplitude
for different learning methods.

estimates, and regularized robust learning using an upper
bound.

All hyper-parameters that are common in between these
models are set to be the same. For these experiments, we
choose the Relu as the activation function with 60 hidden
states and a linear output layer. It can be shown that the
Lipschitz constant of Relu is 1. Because the main objective
is to classify the handwritten digits, we employ the cross-
entropy loss function

L(yt,y
∗
t ) = −yt[i∗] + log

 m∑
j=1

exp (yt [j] )

 ,

where i∗ = arg maxj y∗t [j] is a class label. For stable
training, we use the same approach suggested by [6]. Hence,
by performing a singular value decomposition for A and
clipping the singular values down to 1, we can obtain a
guaranteed stable model.

The learning accuracy curves for training and testing
datasets for 200 epochs are depicted in Figure 5. Although
the accuracy of the regular learning outperforms the other
learning methods during the training phase, the proposed
robust learning methods achieve nearly the same level of
classification precision, but they converge at a slower rate
than the regular learning on the test dataset. Based on our
simulations, the accuracy of classification by a basic RNN
is at most 98.03% with regular learning for test dataset in
the absence of noise. As discussed earlier, imposing stability
conditions during training will create gradient vanishing
problems. Thus, as it is seen in Figure 5, the final learning
accuracy is comparably smaller that the other methods.

To analyze robustness properties of our proposed methods,
each input sequence is distorted by a Gaussian noise with
zero mean and constant covariance matrix ωI . Figure 4
shows four different batches of 64 samples for various noise
intensities. One can observed that when ω > 2, recognizing
the true digits without help of a machine becomes chal-
lenging. Figure 6 illustrates the misclassification percentage



Percentage of Stable Regular Upper Bound Robustness
misclassification Training Training Regularizer Estimator

3% 0.09 0.21 0.32 0.81
5% 0.18 0.54 0.72 1.47
10% 0.25 0.62 0.94 1.83

‖A‖ 0.961 3.959 1.033 2.959

TABLE I: The first three rows show that the required noise
amplitude to incur a certain level of misclassification and the last
row gives the norm of the resulting A for each method.

with respect to the noise amplitude for the four different
scenarios. The black dotted line indicates the best achievable
performance by a one-layer basic RNN for the current choice
of parameters. It is clear from Figure 6 that regularization via
robustness estimator outperforms other methods significantly.
One can also observe that the model learned by the robust
architecture provides an almost constant precision for noise
amplitude ω < 1.

Table I shows noise amplitudes required to cause a certain
level of misclassification for each method. Both proposed
algorithms enhance robustness significantly. Regularization
via robustness estimation reduces the missclassification in
presence of exogenous noise least three times. Learning using
the upper-bound regularizer improves the overall robustness
by 50% in comparison to the regular learning method.

Based on the discussion in Section VI-B and the value of
‖A‖ displayed in the last row of Table I, regularization via
upper-bound not only improves the overall robustness, but
also steers the trainable parameters to be as close as possible
to the stable region. Our observations reveal that objective
function (29) indirectly encourages stability without sacrific-
ing learning accuracy. Finally, we highlight that none of the
proposed robust learning methods guarantee stability, which
suggest that robust learning may not necessarily operate in
stable regions.

VIII. CONCLUSION

We propose a formal analysis to study robustness proper-
ties of recurrent neural networks in presence of exogenous
noise. Obtaining dynamic equations for noise propagation
throughout time and quantifying the effect of noise on the
output of recurrent networks have allowed us to introduce
and utilize a proper measure of robustness to achieve robust
learning. We have discussed and compared four different
methods and shown that one can achieve significant robust-
ness by regularizing the learning loss function with proper
robustness measures.
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