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Abstract— With the increase in data availability, it has been
widely demonstrated that neural networks (NN) can capture
complex system dynamics precisely in a data-driven manner.
However, the architectural complexity and nonlinearity of the
NNs make it challenging to synthesize a provably safe controller.
In this work, we propose a novel safety filter that relies on
convex optimization to ensure safety for a NN system, subject
to additive disturbances that are capable of capturing modeling
errors. Our approach leverages tools from NN verification to
over-approximate NN dynamics with a set of linear bounds,
followed by an application of robust linear MPC to search for
controllers that can guarantee robust constraint satisfaction.
We demonstrate the efficacy of the proposed framework nu-
merically on a nonlinear pendulum system.

I. INTRODUCTION

With the rapid development in machine learning infras-
tructure, neural networks (NN) have been ubiquitously ap-
plied in the modeling of complex dynamical systems [1],
[2]. Through a data collection and training procedure [3],
NNs can capture accurate representations of the system
dynamics even in challenging scenarios where high-speed
aerodynamic effects [4]–[6] or contact-rich environments [7],
[8] are present. Moreover, NNs can be easily updated online
as more data is collected, making them suitable for online
tasks or modeling changing environments. For example, NN
dynamical systems are widely used in model-based reinforce-
ment learning [9] and learning-based adaptive control [6].

However, applying NN dynamics brings about significant
challenges in providing safety guarantees for the controlled
system. Benefiting from the expressivity of NNs, we are
meanwhile faced with the high nonlinearity and large scale
of NNs since they are often overparameterized. The runtime
assurance (RTA) [10] mechanism provides a practical and
effective solution to guarantee the safety of complex dynam-
ical systems by designing a safety filter that primarily focuses
on enforcing safety constraints. Given a primary controller
that aims to optimize performance, the safety filter monitors
and modifies the output of the primary controller online to
guarantee that only safe control inputs are applied. The safety
filter allows the design of the safety and performance-based
controllers to be decoupled and has found wide applications
in safe learning-based control [11]–[13].
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In this work, we focus on the design of a predictive
safety filter (PSF) [14] for uncertain NN dynamics. The
PSF essentially follows a model predictive control (MPC)
formulation with the nonlinear dynamics and constraints
encoded in an optimization problem. Different from MPC,
the PSF is less complex to solve since it does not con-
sider any performance objectives [14]. Compared with the
alternative safety filter construction schemes through control
barrier functions (CBF) [15], [16] or Hamilton-Jacobi (HJ)
reachability analysis [17], [18], the PSF enjoys flexibility in
handling dynamically changing NN models or model uncer-
tainty bounds when updated online. We refer the interested
readers to [14, Section 1 and 2] for a detailed discussion of
the PSF, CBF, and HJ reachability-based safety filters.

Contributions: In this work, we consider uncertain NN
dynamics subject to bounded additive disturbances, where
the disturbances can encapsulate the errors between the
learned NN dynamics and the true system. Despite being
highly expressive, the considered uncertain NN dynamics
requires solving a robust optimization problem involving
NN dynamical constraints online in the PSF. To resolve this
computational challenge, we propose to apply NN verifica-
tion tools [19] to abstract the NN dynamics locally as a
linear uncertain system, thereby reducing the original PSF
problem into one that is amenable to robust linear MPC
and convex optimization. In particular, we adapt the SLS
(System Level Synthesis) MPC method [20] to solve the
resulting robust MPC problem. A schematic of our pipeline
is shown in Fig. 1. Soft constraints are used in robust linear
MPC where slack variables denoting constraint violations are
penalized. By applying a hierarchy of conservative function
and model uncertainty approximations, we transform the
original optimization problem into a convex one. A safety
certificate for the uncertain NN dynamics over a finite
horizon can then be provided when all slack variables are
zero. Our contributions are summarized below.

1) Drawing tools from NN verification and robust linear
MPC, we propose a novel predictive safety filter for
uncertain NN dynamics through convex optimization.
Importantly, the complexity of the convex optimization
problem is independent of the NN size (i.e., width and
depth of the NN).

2) Our PSF provides a safety certificate for the uncertain
NN dynamics over a finite horizon when a certain
numerical criterion is met by the convex optimization
solutions.

ar
X

iv
:2

30
8.

08
08

6v
2 

 [
ee

ss
.S

Y
] 

 2
8 

A
ug

 2
02

3



A. Related works

The problem of ensuring the safety of learning-based
systems has received significant interest with a plethora of
methods described in [21]. Directly related to our work is
the PSF developed in [14], which monitors and modifies a
given control input by solving a predictive control problem
online to guarantee the safety of the system. This formulation
has been extended to the SLS setting [22], applied to racing
cars [12] and a soft-constrained variant is proposed in [23]
to handle unexpected disturbances to the states. The PSF
that we propose differs from those in the existing work
in the following ways. First, we exploit the structure of
the neural networks to extract linear bounds on the NN
outputs using NN verification tools [19], [24], simplifying
the PSF formulation for NN dynamics. Second, our proposed
pipeline circumvents the need to solve a robust non-convex
optimization problem, even with the consideration of additive
disturbances within the uncertain dynamics, as typical for
nonlinear variants of SLS [25]. Unlike existing work in
predictive control of NN dynamics [2], [26], [27], our work
considers robust control of uncertain NN dynamics with a
focus on obtaining formal safety guarantees.

Notation: [N ] denotes the set {0, 1, . . . , N}. Bp(z, r)
denotes the ℓp ball centered at z with radius r. We use x0:T
to denote the sequence {x0, . . . , xT }. 0 denotes a vector of
all zeros, and its dimension can be inferred from context. For
a vector d ∈ Rn, S = diag(d) ∈ Rn×n denotes a diagonal
matrix with d being the diagonal vector. For a sequence of
matrices S1, · · · , SN , S = blkdiag(S1, · · · , SN ) denotes a
block diagonal matrix whose diagonal blocks are S1, · · · , SN

arranged in the order. We represent a linear, causal operator
R defined over a horizon T by the block-lower-triangular
matrix

R =


R0,0

R1,1 R1,0

...
. . . . . .

RT,T · · · RT,1 RT,0

 (1)

where Ri,j ∈ Rp×q is a matrix of compatible dimension. The
set of such matrices is denoted by LT,p×q

TV and the superscript
T or p×q will be dropped when it is clear from the context.

II. PROBLEM FORMULATION

Consider the following discrete-time nonlinear system,

x(k + 1) = Ax(k) +Bu(k) + f (x(k), u(k)) + w(k), (2)

where the vectors x(k) ∈ Rnx and u(k) ∈ Rnu are the
state and control input. The vector w(k) ∈ Rnx denotes the
additive disturbances that can account for unknown effects
from the environment or unmodeled dynamics. We assume
that w(k) is norm-bounded, i.e., w(k) ∈ W := {w |
∥w∥∞ ≤ σw}. The system consists of a set of linear
dynamics characterized by the matrices A and B and a
set of nonlinear dynamics, f(x(k), u(k)). Specifically, these
nonlinear dynamics are given by a NN f : Rnx+nu 7→
Rnx with an arbitrary architecture. While we discuss our
proposed approach taking into account a general formulation

Fig. 1. Pipeline of the proposed predictive safety filter for uncertain NN
systems.

of dynamics in (2), the approach allows the matrices A and
B to be zero and has the flexibility to account for time-
varying dynamics (A(k), B(k)). The system (2) is required
to satisfy the following constraints,

x(k) ∈ X , u(k) ∈ U , (3)

where X ⊂ Rnx and U ⊂ Rnu are polytopes. The state
x(k) and input u(k) are considered safe if they satisfy
constraints (3).

A. Predictive safety filter

We assume a primary controller π(x) which aims to
complete a task or achieve high performance is given for
system (2). Following the runtime assurance scheme, the
primary controller π(x) is not guaranteed to be safe since
its design may be decoupled from the safety requirements.
To ensure constraint satisfaction of the closed-loop system,
we aim to design a predictive safety filter that monitors and
modifies the control input π(x(k)) given by the primary
controller in a minimally invasive manner online. This is
achieved by solving the following robust optimization prob-
lem at each time step k,

minimize
u0:T−1

∥u0 − π(x(k))∥22

subject to xt+1 = Axt +But + f(xt, ut) + wt,

xt ∈ X , ut ∈ U ,∀wt ∈ W, t ∈ [T ],

x0 = x(k),

(4)

where the vectors xt, ut denote the predicted states and
inputs over the horizon T , with x(k) representing the current
state of the system. We denote Problem (4) as the PSF
problem and the sequence u∗0:T−1 as the optimal solution
of Problem (4). When applied, the control inputs u∗0:T−1 can
guarantee the safety of the system for the next T steps. In
practice, the PSF problem (4) is solved recursively at each
time step k, and the first optimal control input u∗0 is applied
to the system, analogous to an MPC scheme.



B. Challenges with the predictive safety filter
While the solution to Problem (4) is able to provide safety

guarantees, solving Problem (4) is a challenging task. Some
potential issues include

(i) it is well known in robust MPC that searching over
open-loop control sequences u0:T−1 can be overly
conservative [28],

(ii) the presence of the NN dynamics f(x, u) makes solving
the PSF computationally challenging,

(iii) the safety certificate of the solution u∗0:T−1 is not
available until convergence is reached, and

(iv) without the availability of a robust forward invariant set,
attempting to solve the PSF may result in infeasibility.

To handle all the aforementioned issues, we combine NN
verification tools [19] and robust MPC [20]. Our solution
consists of two steps. First, we generate local linear bounds
for the NN dynamics f(x, u) using tools from NN veri-
fication. Next, we apply robust linear MPC to synthesize
a state feedback control policy that guarantees robust con-
straint satisfaction for the system. This combined procedure
provides a powerful simplification of the PSF problem and
resolves issues (i) to (iii). To address the issue (iv), we
introduce soft constraints in our formulation. This provides
formal safety guarantees for the system when the slack
variables are zero. We describe these two steps in Sections III
and IV, respectively. Section V demonstrates our method
numerically, and Section VI concludes the paper.

Remark 1: To ensure the safety constraints are satisfied
at all times or guarantee recursive feasibility of the PSF (4),
a local forward invariant set for the nonlinear system (2) is
required, which is generally challenging to find. In this work,
we do not assume the availability of such a forward invariant
set and use slack variables as numerical certificates of safety.
We leave the synthesis of the forward invariant terminal set
for NN dynamics and its integration into the PSF as part of
our future work.

III. NEURAL NETWORK VERIFICATION BOUNDS

In this section, we demonstrate how tools from NN verifi-
cation can be utilized to over-approximate the NN dynamics
with a linear time-varying (LTV) representation. This enables
us to conservatively transform the PSF problem into a robust
convex optimization problem, which is simpler to solve.

Given a bounded input set, the linear relaxation-based
perturbation analysis (LiRPA) [19] is an efficient method to
synthesize linear lower and upper bounds for the outputs of a
NN with a general architecture. The bounds computed from
this method are described in the following theorem.

Theorem 1: (rephrasing [24, Theorem 3.2]) Given a NN
f(z) : Rn0 7→ RnL , there exist two explicit linear functions
fU : Rn0 7→ RnL and fL : Rn0 7→ RnL such that for all
z ∈ Bp(z0, r), we have

fL(z) = ALz + bL ≤ f(z) ≤ AUz + bU = fU (z), (5)

where the inequalities are applied component-wise.
The parameters AL, AU , bL, bU are derived from the

weights, biases and activation functions of the NN. In this

paper, we choose p :=∞ such that B∞(z, r) is polyhedral.
The bounds (5) are computed using closed-form updates with
a computational complexity polynomial in the number of
neurons [24]. This allows the method to scale well to deep
networks. However, if the NN is deep or if the input domain
B∞(z, r) is large, the computed bounds tend to be loose.
Motivated by this observation, we propose to extract a set of
local linear bounds along a reference trajectory. Specifically,
at every time step k, we construct a reference trajectory given
by the sequences of reference states x̂ := x̂0:T and control
inputs û := û0:T−1 where

x̂t+1 = Ax̂t +Bût + f(x̂t, ût), t ∈ [T − 1],

x̂0 = x(k).
(6)

The reference control inputs û can be obtained, e.g., by
rolling out the nominal NN dynamics following the primary
policy π(·). By denoting zt := [x⊤t u⊤t ]

⊤, ẑt := [x̂⊤t û⊤t ]
⊤

and rt to be the radius of the ℓ∞ ball around ẑt, we apply
Theorem 1 to get the following bounds for the NN dynamics
along the reference trajectory,[

Gx
t Gu

t

]
zt + g

t
≤ f(xt, ut) ≤

[
Gx

t Gu
t

]
zt + gt, (7)

for all (xt, ut) ∈ B∞(ẑt, rt). In other words, the NN
dynamics f(xt, ut) is over-approximated with a set of linear
lower and upper bounds. The ball B∞(ẑt, rt) is referred to
as the trust region in which the bounds (7) are valid.

To reduce conservatism in the formulation of the filter
within the robust MPC framework, we integrate the bounds
into the linear dynamics of the system. Specifically, using
the bounds in (7), we define

fd(xt, ut) := f(xt, ut)−
(
Ãtxt + B̃tut + c̃t

)
, (8)

where

Ãt :=
Gx

t +Gx
t

2
, B̃t :=

Gu
t +Gu

t

2
, c̃t :=

g
t
+ gt

2
(9)

denote the means of the linear bounds.
Corollary 1: Given the bounds in (7), for every zt :=

[x⊤t u
⊤
t ]

⊤ ∈ B∞(ẑt, rt), the dynamics fd(xt, ut) in (8) have
the following bounds,[
Dx

t Du
t

]
zt+dt ≤ fd(xt, ut) ≤

[
Dx

t Du
t

]
zt+dt, (10)

where

Dx
t =

Gx
t −Gx

t

2
= −Dx

t , Du
t =

Gu
t −Gu

t

2
= −Du

t ,

dt =
g
t
− gt

2
= −dt.

It is important to note that although the NN dynamics
f(xt, ut) can have large values within the trust region
B∞(ẑt, rt), the dynamics fd(xt, ut) tends to be small in
magnitude and can be treated as disturbances to the sys-
tem. With the extraction of fd(xt, ut), we obtain an LTV
reformulation of the PSF problem, referred to as the linear



PSF problem,

minimize
u0:T−1

∥u0 − π(x(k))∥22

subject to xt+1 = Atxt +Btut + ct +∆t(xt, ut) + wt,

(xt, ut) ∈ B∞ (ẑt, rt) , t ∈ [T − 1],

xt ∈ X , ut ∈ U , t ∈ [T ],

∀∆t(·) ∈ Pt, wt ∈ W, t ∈ [T ],

x0 = x(k),
(11)

where the means in (9) are merged into the linear dynamics
of the system with the definition of the following time-
varying system parameters 1,

At := A+ Ãt, Bt := B + B̃t, ct := c̃t.

The uncertainty set Pt is given as

Pt :=

{
∆t(xt, ut)

∣∣∣∣∣∆t(xt, ut) ≥
[
Dx

t Du
t

]
zt + dt

∆t(xt, ut) ≤
[
Dx

t Du
t

]
zt + dt

}
,

(12)
using the bounds obtained from Corollary 1. It immedi-
ately follows that fd(xt, ut) corresponds to a realization of
∆t(xt, ut).

A few remarks about the linear PSF problem are in order.
First, the solution of the linear PSF problem is dependent on
the centers ẑ = ẑ0:T and radius rt of the trust regions. The
centers play an important role when the reference trajectory
lies near or beyond the boundaries of the constraint set. In
this case, the reference trajectory should be shifted towards
the constraint set and this is done by adjusting the centers
of these trust regions. Next, based on how the linear bounds
in (12) are computed, there is a trade-off in the size of the
radius rt. A small radius ensures that the computed bounds
are accurate, but it limits the range in which the centers ẑ
can be updated at each iteration. On the other hand, a large
radius provides more flexibility in updating the reference
trajectory, but the bounds can be overly conservative. Lastly,
any feasible solution u∗0:T−1 to the linear PSF problem (11)
is also feasible for the PSF problem (4).

With these considerations, we devise a method such that
the trust regions B∞(ẑt, rt) can be updated online. Details of
this update are given in Section IV-E. In Section IV-A to IV-
D, we first describe how to solve the linear PSF problem
through robust linear MPC.

IV. ROBUST LINEAR MPC
Compared with the PSF problem (4), the linear PSF

problem (11) only involves uncertain linear dynamics. How-
ever, solving it can still be a challenge and a conservative
approach may not succeed. Since optimizing over open-loop
control sequences is conservative in robust MPC, we consider
optimizing over state-feedback controllers ut = µt(x0:t)
instead. To achieve this, we apply an extension of the SLS
MPC algorithm in [20] which is shown to enjoy outstanding
tightness among the existing robust linear MPC methods.

1When a time-varying dynamics (A(k), B(k)) is considered in (2), we
can replace (A,B) by their time-varying counterparts in the definitions of
(At, Bt).

A. Overview of SLS MPC

In SLS MPC, we consider the following uncertain linear
time-varying system,

xt+1 = Atxt +Btut + ξt (13)

where the time-varying matrices that represent the nominal
dynamics (At, Bt) are known and ξt denotes the lumped
uncertainty, which will be used to capture the effects of
uncertainty in the dynamics.

Consider the dynamics (13) over a horizon T . We define
the following variables, which are concatenations of the
variables in (13) over the horizon T ,

x := [x⊤0 · · · x⊤T ]⊤, u := [u⊤0 · · · u⊤T ]⊤,
ξ := [x⊤0 ξ⊤0 · · · ξ⊤T−1]

⊤,
(14)

and these concatenated system matrices,

A := blkdiag (A0, · · · , AT ) , B := blkdiag (B0, · · · , BT ) .

We define Z as the block-downshift operator with the first
block sub-diagonal filled with identity matrices and zeros
everywhere else. The dynamics (13) over the horizon T can
then be compactly written as,

x = ZAx+ ZBu+ ξ, (15)

Next, we consider a LTV state feedback controller ut =∑t
i=0K

t,t−ixi, compactly given as u = Kx, K ∈
LT,nu×nx

TV . Plugging u into (15) gives the following system
responses {Φx,Φu}, mapping ξ to the closed-loop states
and inputs (x,u),[

Φx

Φu

]
:=

[
(I − Z(A+BK))−1

K(I − Z(A+BK))−1

]
. (16)

The following theorem establishes the connection between
{Φx,Φu} and state feedback controllers.

Theorem 2: [29, Theorem 2.1] Over the horizon t ∈ [T ],
for the dynamics (13) with the LTV state feedback controller
u = Kx, K ∈ LT,nu×nx

TV , we have:
1) The affine subspace defined by[

I − ZA −ZB
] [Φx

Φu

]
= I, Φx,Φu ∈ LT

TV (17)

parameterizes all possible system responses (16).
2) For any {Φx,Φu} ∈ LT

TV satisfying (17), the controller
gain K = ΦuΦ

−1
x ∈ LT

TV achieves the desired
responses (16).

The system responses explicitly characterize the effects of
the lumped uncertainty ξ on (x,u). In a previous work [20],
a system subjected to polytopic uncertainties and additive
disturbances is considered, i.e., ξt := ∆Axt + ∆But + wt

where the parameters (∆A,∆B) belong to a polytopic set.
Interested readers are referred to [20] for more details on
SLS MPC.

Despite its outstanding performance in conservatism re-
duction compared to existing robust MPC methods [20],
applying SLS MPC directly to solve the linear PSF comes
with these two challenges; (i) the uncertainty set Pt is
defined through affine inequalities and converting Pt into
a vertex representation, which is amenable to existing robust



MPC methods [30]–[33], requires 2nx vertices, (ii) applying
SLS MPC requires merging the constant ct into the lumped
uncertainty ξt which causes the bounds on ξ to be overly
conservative. In the following subsections, we describe an
extension to SLS MPC to address these two challenges.

B. Controller parameterization

For the uncertain linear dynamics

xt+1 = Atxt +Btut + ct +∆t(xt, ut) + wt (18)

stated in (11), we define ηt := ∆t(xt, ut)+wt as the lumped
uncertainty. Instead of treating ξt = ct + ηt in (13), we
decompose (18) into a set of nominal and error dynamics.

First, in addition to (14), we concatenate these variables
over the horizon T ,

η := [0⊤ η⊤0 · · · η⊤T−1]
⊤, w := [0⊤ w⊤

0 · · · w⊤
T−1]

⊤,

c := [0⊤c⊤0 · · · c⊤T−1]
⊤, δx0

:= [x⊤0 0⊤ · · · 0⊤]⊤.
(19)

We define the nominal and error states {h,xe} and control
inputs {v,ue} as

h := [h⊤0 · · · h⊤T ]⊤, v := [v⊤0 · · · v⊤T ]⊤,
xe := [x⊤e,0 · · · x⊤e,T ]⊤ = x− h,

ue := [u⊤e,0 · · · u⊤e,T ]⊤ = u− v,

with the nominal and error dynamics as

h = Z(Ah+Bv) + c+ δx0
, (20a)

xe = Z(Axe +Bue) + η. (20b)

It is important to note that (20b) conforms with (13). A LTV
state feedback controller K ∈ LT,nu×nx

TV is then applied to
control the error states. The overall controller for (18) is
given by u = Kxe + v = K(x− h) + v.

C. Lumped uncertainty over-approximation

For the lumped uncertainty η, its dependence on x, u
and w complicates the design of the robust controller. As
in SLS MPC, the approach is to over-approximate η by an
independent, filtered virtual disturbance signal Ψw̃, where
w̃ = [0⊤ w̃⊤

0 · · · w̃⊤
T−1]

⊤, ∥w̃t∥∞ ≤ 1. The matrix
Ψ ∈ LT,nx×nx

TV is a filter operating on the finite-horizon
virtual disturbance signal w̃, with its diagonal blocks of Ψ
structured as Ψ0,0 = I,Ψt,0 = diag(ψt−1) with ψt−1 ∈
Rnx , ψt−1 > 0, t = 1, . . . , T.

We define W̃ = {w̃ | ∥w̃t∥∞ ≤ 1, t ∈ [T − 1]} as the set
of admissible virtual disturbances. Since w̃t are unit norm-
bounded, we tune the filter Ψ to change the reachable set
of Ψw̃, defined as R(Ψw̃) := {ζ | ζ = Ψw̃, w̃ ∈ W̃},
ζ := [0⊤ ζ⊤0 · · · ζ⊤T−1]

⊤.
Our goal is to find sufficient conditions on the

control parameters {K,h,v} and Ψ such that the
reachable set of η, denoted by R (η; K,h,v) :=
{η | ηt = ∆t(xt, ut) + wt,∆t ∈ Pt, t ∈ [T − 1]}, is a sub-
set of the reachable set of Ψw̃. The following proposition
provides these sufficient conditions and the proof is given in
Appendix A.

Proposition 1: Let ei ∈ Rnx denote the i-th standard
basis for i = 1, . . . , nx and yt = [h⊤t v⊤t ]

⊤, Φt,t−i :=

[
Φt,t−i⊤

x Φt,t−i⊤
u

]⊤
for t ∈ [T − 1]. The following con-

straints:[
I − ZA −ZB

] [Φx

Φu

]
= Ψ, Φx,Φu ∈ LT

TV , (21)

and

σw + e⊤i ([D
x
0 D

u
0 ]y0 + d0) ≤ ψ0,i, (22a)

σw − e⊤i ([Dx
0 D

u
0 ]y0 + d0) ≤ ψ0,i, (22b)

σw + e⊤i

(
[Dx

t D
u
t ]yt + dt

)
+

t∑
i=1

∥∥∥e⊤i ([Dx
t D

u
t ]Φ

t,t−i −Ψt+1,t+1−i
)∥∥∥

1
≤ ψt,i, (22c)

σw − e⊤i
(
[Dx

t D
u
t ]yt + dt

)
+

t∑
i=1

∥∥∥e⊤i ([Dx
t D

u
t ]Φ

t,t−i −Ψt+1,t+1−i
)∥∥∥

1
≤ ψt,i, (22d)

i ∈ [nx], t = 1, · · · , T − 1,

guarantee that R(η;K,h,v) ⊆ R(Ψw̃) holds.

D. Convex formulation of the linear PSF

With the constraints (21) and (22), we have for any
realization of η, there exists w̃ ∈ W̃ such that η = Ψw̃.
Therefore, we can represent η as Ψw̃ and write the error
dynamics (20b) as

xe = Z(Axe +Bue) +Ψw̃. (23)

By [20, Corollary 1], we have constraint (21) parameterizes
all system responses xe = Φxw̃,ue = Φuw̃ of system (23)
under the controller ue = Kxe. Then, the closed-loop states
and control inputs of system (18) are given by

x = h+Φxw̃, u = v +Φuw̃. (24)

To guarantee robust constraint satisfaction of the controller
u = K(x − h) + v, we tighten the constraints in the
linear PSF (11). Consider the state constraint xt ∈ X as
an example. The constraints are represented by a polyhedral
set, X = {x ∈ Rnx | Fxx ≤ bx}, where Fx ∈ RnX×nx ,
bx := [bx1 , . . . , b

x
nX

]⊤ ∈ RnX , and {ax⊤j }
nX
j=1 denote the

rows of Fx. This implies that (axj , b
x
j ) denotes the j-th set

of linear constraint parameters in X . From (24), we have
xt = ht+

∑t
i=1 Φ

t,t−i
x w̃i−1. Then, the following constraints

ax⊤
j ht +

t∑
i=1

∥∥∥ax⊤
j Φt,t−i

x

∥∥∥
1
≤ bxj , j = 1, . . . , nX (25)

guarantee that all constraints in X are satisfied robustly. As
discussed in Section II, the recursive feasibility of the linear
PSF cannot be guaranteed without a robust forward invariant
set. Therefore, in this work, we introduce soft constraints into
(25),

ax⊤
j ht +

t∑
i=1

∥∥∥ax⊤
j Φt,t−i

x

∥∥∥
1
≤ bxj + ϵtx,j , ϵtx,j ≥ 0, t ∈ [T ],

j = 1, . . . , nX .
(26)

In the cost function, a large penalty on ∥ϵtx∥1 is applied. In
the case ϵtx,j = 0, we obtain robust constraint satisfaction



guarantee for the constraint with parameters (axj , b
x
j ). Simi-

larly, the input constraints can be tightened as

au⊤
k vt +

t∑
i=1

∥∥∥au⊤
k Φt,t−i

u

∥∥∥
1
≤ buk + ϵtu,k, ϵtu,k ≥ 0, t ∈ [T ],

k = 1, . . . , nU ,
(27)

where nU denotes the number of linear inequalities defining
U and (auk , b

u
k) denotes the k-th set of linear constraint

parameters in U . The trust region constraints (xt, ut) ∈
B∞ (ẑt, rt) analogously can be tightened as

a⊤
j ht +

t∑
i=1

∥∥∥a⊤
j Φ

t,t−i
x

∥∥∥
1
≤ bj + σt

x,j , σ
t
x,j ≥ 0,

a⊤
k vt +

t∑
i=1

∥∥∥a⊤
k Φ

t,t−i
u

∥∥∥
1
≤ bk + σt

u,k, σ
t
u,k ≥ 0,

j = 1, . . . , 2nx, k = 1, . . . , 2nu, t ∈ [T − 1],

(28)

where (aj , bj) and (ak, bk) are defined similarly for the state
and input-related constraint parameters in B∞ (ẑt, rt).

Summarizing the results above, we propose a convex
tightening of the linear PSF, which can be written as

minimize
Φx,Φu,Ψ,h,v,
{ϵtx,ϵ

t
u,σ

t
x,σ

t
u}

∥u0 − π(x(k))∥22 +Mϵ

T∑
t=0

(∥∥ϵtx∥∥1 + ∥∥ϵtu∥∥1)

+Mσ

T−1∑
t=0

(∥∥σt
x

∥∥
1
+
∥∥σt

u

∥∥
1

)
subject to affine constraint (21),

over-approximation constraints (22),
soft state and input constraints (26) and (27),
soft trust region constraints (28),
x0 = x(k),

(29)
where Mϵ,Mσ > 0 are chosen as large numbers. When
a polyhedral robust forward invariant set is used as the
terminal constraint, we can tighten it similarly as (26). All
the constraints in Problem (29) are linear, making (29) a
quadratic program. With the use of soft constraints, (29) is
always feasible. If the slack variables {ϵtx, ϵtu, σt

x, σ
t
u} in the

solution are zero, we obtain a certificate that the system is
safe for the next T steps under the state-feedback controller
u = K(x− h) + v with K = ΦuΦ

−1
x .

E. Trust region update

Following the discussion on the trust regions in Section III,
we describe a method to update the trust regions online.
Starting with the reference trajectory given by the primary
policy π(x), we propose to iteratively increase rt and update
the reference trajectory by applying the policy u = K(x −
h)+v, synthesized in Section IV. We then pick the reference
trajectory that gives the smallest slack variables and apply the
corresponding control inputs to the system. Our framework
is summarized in Algorithm 1.

Algorithm 1 Robust Linear MPC-based PSF
Input: Current state x(k), horizon T , number of iterations
N , initial reference trajectory ẑ0:T , reference control input
π(x(k)), initial trust region radius r0 > 0
Output: Filtered control input u∗0, safety certificate
safe cert

1: At each time step k,
2: Initialize: rt ← r0, t ∈ [T − 1], {K∗,h∗,v∗} ← {0},
ϵ∗ ←∞.

3: for ℓ = 1, . . . , N do
4: Construct B∞(ẑt, rt) and Pt with (7) and (10)
5: Solve (29) with x(k) to get {K,h,v}
6: Extract ϵmax := max. value of slack variables
7: if ϵmax = 0 then
8: Set {K∗,h∗,v∗} ← {K,h,v}
9: Set safe cert ← True

10: else
11: Update ẑ0:T with u = K(x−h)+v, as described

in (6)
12: Update rt ← βrt for t ∈ [T − 1] with β > 1.
13: if ϵmax ≤ ϵ∗ then
14: Set ϵ∗ ← ϵmax

15: Set {K∗,h∗,v∗} ← {K,h,v}
16: Set safe cert ← False
17: Set u∗0 ← v0, extracted from {K∗,h∗,v∗}

V. NUMERICAL EXAMPLE

To verify the efficacy of the proposed solution, we test
it on a NN proxy of the nonlinear pendulum system 2. The
pendulum consists of the following dynamics [34],

θ̈ =
3g sin(θ)

2l
+

3τ

ml2
, (30)

where θ is the angle between the pendulum and the vertical,
m and l are the mass and length of the pendulum, g is the
gravitational force, and τ is the external torque acting on
the pendulum. The state and control input are defined as
x := [θ θ̇]⊤ ∈ R2 and u := τ ∈ R. To obtain the linear
dynamics in (2), the dynamics (30) are linearized about the
origin and discretized with a sampling time of 0.05s to obtain
the following dynamics,

xt+1 =

[
1.0092 0.05015
0.369 1.0092

]
xt +

[
0.00125
0.05015

]
ut. (31)

Next, we train a NN f(x, u) to approximate the residual
dynamics that are not captured by the linear dynamics
in (31). We first collect data by simulating the nonlinear
dynamics in (30) for a duration of 15s. The NN is then
trained through a backpropagation procedure [3], using the
mean squared errors between the predicted and true states
as the loss function. The NN consists of 3 hidden layers
with 64 neurons in each layer and uses the rectified linear
unit (ReLU) as the activation function. Additive noise with

2Our codes are publicly available at https://github.com/
ShaoruChen/NN-System-PSF.

https://github.com/ShaoruChen/NN-System-PSF
https://github.com/ShaoruChen/NN-System-PSF


TABLE I
INITIAL CONDITIONS AND ANGLES FOR THE TEST SCENARIOS.

Test Case x0 [deg; deg/s] θr,1 [deg] θr,2 [deg]

1 [57.3; -120.3] 120 -50
2 [-85.9; -85.9] -150 40
3 [-85.9; -114.6] -100 -180
4 [85.9; 57.3] 100 180

a maximum magnitude σw of {0.05, 0.1} is injected into
the states of the system. For the primary control policy,
we consider an iterative linear quadratic regulator (iLQR)
scheme [35] with the box-constrained heuristic [36]. This is
implemented with the mpc.pytorch library [37]. The box-
constrained heuristic allows the system to adhere to the
control constraints, but does not account for state constraints.

Four test cases are considered in our experiments. In each
of these cases, the system is required to track a pair of
reference angles (θr,1, θr,2) sequentially, starting from an
initial condition x0 and across a duration of 2s. The initial
conditions and reference angles are given in Table I. We
simulate each of these test cases under 4 control schemes -
(i) a nominal iLQR framework, (ii) a soft-constrained iLQR
framework (SC-iLQR), (iii) safe-filtered iLQR, where we
apply the proposed safety filter to the nominal iLQR scheme,
and (iv) safe-filtered SC-iLQR, where the safety filter is
applied to SC-iLQR. For SC-iLQR, soft state constraints are
incorporated into the cost function of the forward pass of the
iLQR algorithm. Specifically, the function ϕ(x) = max{0, x}
is applied onto each of the constraints, which increases
the cost function proportionally whenever the constraints
are violated. In safe-filtered iLQR and SC-iLQR, the initial
reference trajectories ẑ0:T in Algorithm 1 were initialized by
iLQR and SC-iLQR, respectively.

The state trajectories under these control schemes are
plotted in Fig. 2 and the percentages of constraint violations
are tabulated in Table II. These percentages are computed
by taking the ratio between the number of points in which
the states violate the constraints against the total number of
points in the state trajectory. Since the nominal iLQR method
does not account for state constraints, it results in the largest
percentage of constraint violation. While the soft-constrained
iLQR reduces the level of constraint violation, there are a
number of instances where the constraints are violated, as
depicted in Fig. 2. On the other hand, as shown in Table II,
through the application of the safety filter to iLQR and SC-
iLQR, no constraint violations are observed for the test cases.
To illustrate the safety certificate obtained, we plot the slack
variables that characterize the trust region and state and input
constraints, together with the safety certificate for the third
test case, under a maximum noise level σw = 0.05, in Fig. 3.
The combination of Table II and Fig. 3 indicates that given
the formulation in (29), the PSF may not give a numerical
safety certificate even when the state trajectories are safe.
Meanwhile, this proposed PSF can effectively encourage
the system to behave safely by minimizing the conservative
upper bounds on the constraint violation.

The statistics of the computational times of the control

Fig. 2. Top panel: Plots of the state trajectories under the 4 test cases. The
initial and final states are marked with green and magenta circles. The state
constraints are plotted with black dashed lines. Bottom panel: Zoomed-
in plots of the state trajectories, around the boundaries where constraint
violation potentially occurs.

Fig. 3. Top two panels: Time histories of the slack variables for the trust
region, state and input constraints. Bottom panel: Time histories of the
safety certificate attained. The values of 1 and 0 denote True and False
respectively.

scheme, in this case the iLQR scheme, and the safety filter
are depicted in Fig. 4. While introducing soft constraints
increases the run times of the iLQR scheme, it has a
significant effect on the run times of the safety filter, as
observed in the right panel of Fig. 4. With the soft constraints
added to the iLQR scheme, the state trajectories are closer to
the boundaries of the constraint sets, without the activation
of the safety filter. This allows the filter to find a solution that
satisfies the constraints under a smaller number of iterations,
which reduces computational time.

VI. CONCLUSION

We propose a convex optimization-based predictive safety
filter for uncertain NN dynamical systems with the inclusion
of additive disturbances. By utilizing tools from NN verifi-
cation and robust linear MPC, our method requires solving
a soft-constrained convex program online whose complexity



TABLE II
PERCENTAGE OF STATE CONSTRAINT VIOLATIONS.

Method Maximum noise level, σw = 0.05
Case 1 [%] Case 2 [%] Case 3 [%] Case 4 [%]

iLQR 12.20 14.63 14.63 21.95
SC-iLQR 7.32 4.88 12.20 12.20

Safe-filtered iLQR 0.0 0.0 0.0 0.0
Safe-filtered SC-iLQR 0.0 0.0 0.0 0.0

Maximum noise level, σw = 0.1
Case 1 [%] Case 2 [%] Case 3 [%] Case 4 [%]

iLQR 14.63 14.63 17.07 26.83
SC-iLQR 4.87 2.44 7.32 9.75

Safe-filtered iLQR 0.0 0.0 0.0 0.0
Safe-filtered SC-iLQR 0.0 0.0 0.0 0.0

iLQR SC-iLQR Filtered-
iLQR

Filtered-
SC-iLQR

0.1

0.2

0.3

0.4

0.5

Co
nt

ro
lle

r (
iL

QR
) r

un
 ti

m
es

 [s
]

Filtered-
iLQR

Filtered-
SC-iLQR

0.1

0.2

0.3

0.4

0.5

Sa
fe

ty
 fi

lte
r r

un
 ti

m
es

 [s
]

Fig. 4. Statistics of the run times of the controller and the safety filter,
under the four test methods.

is independent of the NN size. With our framework, formal
safety guarantees, together with a robust state-feedback con-
troller, are attained when the slack variables in the solution
are all zero.

APPENDIX

A. Proof of Proposition 1

Showing that R(η;K,h,v) ⊆ R(Ψw̃) is equivalent to
showing for every possible values of η, there exist w̃∗ ∈ W̃
such that η = Ψw̃∗. Following this perspective, the sufficient
conditions in Proposition 1 can be derived inductively.

a) Initial case: At t = 0, we have x0 = h0, u0 = v0,
and

∆0(x0, u0) ≥
[
Dx

0 Du
0

]
y0 + d0,

∆0(x0, u0) ≤
[
Dx

0 Du
0

]
y0 + d0,

(32)

with y0 = [h⊤0 v⊤0 ]
⊤. Note that η0 = ∆0(x0, u0) + w0.

For η0 = Ψ1,0w̃0 = diag(ψ0)w̃0 to have a solution w̃0

satisfying ∥w̃0∥∞ ≤ 1 for all possible realization of the
lumped uncertainty η0, it is both sufficient and necessary
to have

∥diag(ψ0)
−1η0∥∞≤ 1⇔

{
e⊤i η0 ≤ ψ0,i, i ∈ [nx],
−e⊤i η0 ≤ ψ0,i, i ∈ [nx],

(33)
hold robustly for η0 where ei denotes the i-th standard basis.
Using the bounds in (32) and the fact that ∥w0∥∞ ≤ σw,
we have constraints (22a) and (22b) guarantee the robust
feasibility of (33) for all possible values of η0. For any
realization of η0, we denote the corresponding solution as
w̃∗

0 such that η0 = diag(ψ0)w̃
∗
0 .

b) Induction step: For a given controller {K,h,v},
consider an arbitrary realization of the lumped uncertainty
η0:T . At time t ≥ 1, let η0:t := [0⊤ η0 · · · η⊤t−1]

⊤ denote
the truncation of η consisting of the first t+1 components of
η, and Ψ0:t ∈ Lt

TV denote the truncation of Ψ up to the t+1-
th row and column. The truncated vectors xe,0:t,ue,0:t and
matrices A0:t,B0:t are defined similarly. Assume there exist
w̃∗

0:t = [0⊤ w̃∗⊤
0 · · · w̃∗⊤

t−1]
⊤ such that η0:t = Ψ0:tw̃

∗
0:t.

Next, we will show that under constraint (22) there exist w̃∗
t

with ∥w̃∗
t ∥∞ ≤ 1 such that

ηt =

t+1∑
i=1

Ψt+1,t+1−iw̃∗
i−1

=

t∑
i=1

Ψt+1,t+1−iw̃∗
i−1 + diag(ψt)w̃

∗
t

(34)

holds.
Since η0:t = Ψ0:tw̃

∗
0:t, the error dynamics (20b) up to

time t can be written as

xe,0:t = Z(A0:txe,0:t +B0:t)ue,0:t +Ψ0:tw̃
∗
0:t. (35)

According to [20, Corollary 1], the affine constraint (21)
parameterizes all closed-loop system responses xe,0:t =
Φx,0:tw̃

∗
0:t, ue,0:t = Φu,0:tw̃

∗
0:t under the controller ue,0:t =

K0:txe,0:t where Φx,0:t,Φu,0:t,K0:t ∈ Lt
TV are the cor-

responding truncation of Φx,Φu,K, respectively. Define
yt := [h⊤t v

⊤
t ]

⊤ and Φt,t−i :=
[
Φt,t−i⊤

x Φt,t−i⊤
u

]⊤
. It

follows from (35) and the fact xe,0:t = Φx,0:tw̃
∗
0:t, ue,0:t =

Φu,0:tw̃
∗
0:t that the state xt and control input ut at time t

under the policy {K,h,v} are given by[
xt
ut

]
= zt +

t∑
i=1

Φt,t−iw̃∗
i−1. (36)

Correspondingly, the uncertainty ∆t(xt, ut) at time t are
bounded by

∆t(xt, ut) ≥
[
Dx

t Du
t

]
zt + dt

=
[
Dx

t Du
t

] (
yt +

t∑
i=1

Φt,t−iw̃∗
i−1

)
+ dt,

∆t(xt, ut) ≤
[
Dx

t Du
t

]
zt + dt

=
[
Dx

t Du
t

] (
yt +

t∑
i=1

Φt,t−iw̃∗
i−1

)
+ dt,

(37)
which is achieved by plugging (36) into the definition of Pt.
Recall that ηt = ∆t(xt, ut) + wt. For

ηt =

t∑
i=1

Ψt+1,t+1−iw̃∗
i−1 + diag(ψt)w̃t (38)

to have a solution w̃t such that ∥w̃t∥∞ ≤ 1, it is equivalent
to require

e⊤i

(
ηt −

t∑
i=1

Ψt+1,t+1−iw̃∗
i−1

)
≤ ψt,i, i ∈ [nx],

−e⊤i
(
ηt −

t∑
i=1

Ψt+1,t+1−iw̃∗
i−1

)
≤ ψt,i, i ∈ [nx],

(39)



hold. Since ∆t(xt, ut) is bounded by (37), ∥w̃∗
i ∥∞ ≤ 1 for

i ∈ [t − 1] and ∥wt∥∞ ≤ σw, we have constraints (22c)
and (22d) are sufficient to guarantee the inequalities (39)
hold. Then, we denote the solution of (38) as w̃∗

t for the
given realization of ηt. We repeat this process until t = T
and in this way construct the virtual disturbance w̃∗ such that
η = Ψw̃∗. Since the realization of η is chosen arbitrarily,
we prove Proposition 1.
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