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Distributed Statistical Min-Max Learning in the Presence of
Byzantine Agents

Arman Adibi*, Aritra Mitra*, George J. Pappas and Hamed Hassani

Abstract— Recent years have witnessed a growing interest
in the topic of min-max optimization, owing to its relevance
in the context of generative adversarial networks (GANSs),
robust control and optimization, and reinforcement learning.
Motivated by this line of work, we consider a multi-agent min-
max learning problem, and focus on the emerging challenge
of contending with worst-case Byzantine adversarial agents
in such a setup. By drawing on recent results from robust
statistics, we design a robust distributed variant of the extra-
gradient algorithm - a popular algorithmic approach for min-
max optimization. Our main contribution is to provide a crisp
analysis of the proposed robust extra-gradient algorithm for
smooth convex-concave and smooth strongly convex-strongly
concave functions. Specifically, we establish statistical rates of
convergence to approximate saddle points. Our rates are near-
optimal, and reveal both the effect of adversarial corruption
and the benefit of collaboration among the non-faulty agents.
Notably, this is the first paper to provide formal theoretical
guarantees for large-scale distributed min-max learning in the
presence of adversarial agents.

I. INTRODUCTION

We consider a min-max learning problem of the form

. A
minmax f(z,y) = E¢~p[F(z, y; ). (D)
Here, X and ) are convex, compact sets in R™ and R™,
respectively; © € X and y € ) are model parameters; & is
a random variable representing a data point sampled from
the distribution D; and f(x,y) is the population function
corresponding to the stochastic function F'(z, y; £). Through-
out this paper, we assume that f(x,y) is continuously
differentiable in « and y, and is convex-concave over X x Y.
Specifically, f(-,y) : X — R is convex for every y € ),
and f(x,:) : ¥ — R is concave for every z € X. Our
goal is to find a saddle point (z*,y*) of f(x,y) over the
set X x ), where a saddle point is defined as a vector pair

(x*,y*) € X x Y that satisfies

fl@™,y) < fla*,y") < flo,y"),Vee X,ye Y. (2

The min-max optimization problem described above fea-
tures in a variety of applications: from classical developments
in game theory [1] and online learning [2], to robust opti-
mization [3] and reinforcement learning [4]. More recently,
in the context of machine learning, min-max problems have
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found important applications in training generative adversar-
ial networks (GANs) [5], [6], and in robustifying deep neural
networks against adversarial attacks [7]. Motivated by this
recent line of work, we consider a min-max learning problem
of the form in Eq. (1), where the data samples required for
finding a saddle-point are distributed across multiple devices
(agents). Specifically, we focus on a large-scale distributed
setup comprising of M agents, each of which can access i.i.d.
data samples from the distribution D. The agents collaborate
under the orchestration of a central server to compute an
approximate saddle point of statistical accuracy higher rel-
ative to the setting when they act alone. The intuition here
is simple: since all agents receive data samples from the
same distribution, exchanging information via the server can
help reduce the randomness (variance) associated with these
samples.! An example of the above setup that aligns with the
modern federated learning paradigm is one where multiple
devices (e.g., cell phones or tablets) collaborate via a server
to train a robust statistical model; see, for instance, [8].

To reap the benefits of collaboration in modern distributed
computing systems, one needs to contend with the critical
challenge of security. In particular, this challenge arises
from the fact that the individual agents in such systems
are easily susceptible to adversarial attacks. In fact, unless
appropriately accounted for, even a single malicious agent
can severely degrade the overall performance of the system
by sending corrupted messages to the central server.

Objective. Thus, given the emerging need for security
in large-scale computing, our objective in this paper is to
design an algorithm that achieves near-optimal statistical
performance in the context of distributed min-max learning,
while being robust to worst-case attacks. To that end, we
consider a setting where a fraction of the agents is Byzantine
[9]. Each Byzantine agent is assumed to have complete
knowledge of the system and learning algorithms; moreover,
leveraging such knowledge, the Byzantine agents can send
arbitrary messages to the server and collude with each other.

Challenges. Even in the absence of noise or attacks,
recent work [10] has shown that algorithms such as gradient
descent ascent (GDA) can diverge for simple convex-concave
functions. We have to contend with both noise (due to our
statistical setup) and worst-case attacks - this makes the
analysis for our setting non-trivial. In particular, the adversar-
ial agents can introduce complex probabilistic dependencies
across iterations that need to be carefully accounted for; we
do so in this work by making the following contributions.

I'This intuition will be made precise in Section IV.



Contributions. Our contributions are summarized below.

e Problem. Given the importance and relevance of secu-
rity, several recent works have studied distributed optimiza-
tion/learning in the face of adversarial agents. However, we
are unaware of any analogous paper for adverarially-robust
distributed min-max learning. Our work closes this gap.

o Algorithm. In Section III, we develop an algorithm
for finding an approximate saddle point to the min-max
learning problem in Eq. (1), subject to the presence of
Byzantine agents. Our proposed algorithm - called Robust
Distributed Extra-Gradient (RDEG) - brings together two
separate algorithmic ideas: (i) the classical extra-gradient
algorithm due to Korpelevich [11] that has gained a lot
of popularity due to its empirical performance in training
GANSs, and (ii) the recently proposed univariate trimmed
mean estimator due to Lugosi and Mendelson [12].

e Theoretical Results. Our main contribution is to pro-
vide a rigorous theoretical analysis of the performance of
RDEG for smooth convex-concave (Theorem 2), and smooth
strongly convex-strongly concave (Theorem 3) settings. In
each case, we establish that as long as the fraction of
corrupted agents is “small”’, RDEG guarantees convergence
to approximate saddle points at near-optimal statistical rates
with high probability. The rates that we derive precisely
highlight the benefit of collaboration in effectively reducing
the variance of the noise model. At the same time, they indi-
cate the (unavoidable) additive bias introduced by adversarial
corruption. Notably, our results in the context of min-max
learning complement those of a similar flavor in [13] for
stochastic optimization under attacks. However, our analysis
differs significantly from that in [13]: unlike the covering
argument employed in [13], our proofs rely on a simpler,
and more direct probabilistic analysis. An immediate benefit
of such an analysis is that one can build on it for the more
challenging nonconvex-nonconcave setting as future work.

Related Work. In what follows, we discuss connections
to relevant strands of literature.

e Min-Max Optimization. Convergence guarantees of first-
order algorithms for saddle point problems over compact
sets were studied in [14] and [15]. More recently, there has
been a surge of interest in analyzing the performance of such
algorithms from different perspectives: a dynamical systems
approach in [16], [17], and a proximal point perspective in
[18]. We refer to [19] for a detailed survey on this topic.

e Robust Distributed Optimization and Learning. Robust-
ness to adversarial agents in distributed optimization has
been extensively studied in [20]-[22]. However, these works
consider deterministic settings, and do not provide statistical
error rates like we do. In the context of statistical learning
over a server-client computing architecture, several works
have proposed and analyzed robust algorithms [13], [23]-
[26]. Notably, none of the above works consider the min-max
learning problem studied in this paper.

® Robust Statistics. Robust mean estimation in the pres-
ence of outliers is a classical topic in statistics pioneered by
Huber [27], [28], with follow-up work in [29], [30]. In our
work, we exploit some recent results on this topic from [12].
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Fig. 1. A group of M agents collaborate to find a saddle point for the min-

max learning problem in Eq. (1). A fraction « of the agents is adversarial
and upload arbitrarily corrupted messages (denoted by *) to the server. All
the remaining good agents upload noisy partial gradients of f(z,y).

II. PROBLEM FORMULATION

In this section, we formally set up the problem of interest
by first introducing some notation. Our setting comprises
of M agents, aM of whom are Byzantine; see Fig. 1. We
denote the adversarial agents by B € [M].2 For any 7 € X
and y € Y, let V, f(z,y) and V,, f(Z,y) denote the gradient
of f(x,y) with respect to x and y, respectively, at (Z, 7).
Upon drawing a sample £ ~ D at a point (Z, i), each normal
agent receives noisy estimates of V, f(Z,y) and V, f(Z,7)
denoted by ¢,(Z,7; §) and gy(Z,7; §), respectively. For each
normal agent in [M] \ B, these noisy estimates satisfy the
following for all x € X and §y € V:

]ngp[gx(f,ﬂ;ﬁ)} = vmf(ja'g)

3
Benlgy (5,5 6)] = Vo (2.5). ¥

Furthermore, Vj € [n] and Vk € [m], we have
Eevo [llg:(@ 556, — Vol (0, 0)i 1] < 020) “

Ee~n | llgy (@ 5: ) — [V, @ 9))ell’] < o3 (),

where we used [a]; to represent the j-th component of a
vector a.> In words, each normal agent receives unbiased
estimates of the gradients of f(z,y) (w.r.t.  and y) with
component-wise bounded variance - essentially, a standard
stochastic oracle model. With a slight abuse of notation, we
will continue to use {g.(x,y;&), gy(z,y; &)} to denote the
gradients transmitted by an adversarial agent as well; these
could, however, be arbitrary corrupted vectors. Our problem
of interest can now be stated as follows.

Problem 1. Given access to the stochastic oracle model
described by equations (3) and (4), design a distributed
algorithm that finds a saddle point (in the sense of Eq. (2))
Sor the function f(x,y) in Eq. (1), despite the presence of
the Byzantine adversarial set B.

In the next section, we will develop our proposed algo-
rithm to address Problem 1.

2Given a positive integer N, we use [N] to represent the set {1,..., N}.
3We use ||-|| to represent the Euclidean norm.



Algorithm 1 Robust Distributed Extra-Gradient (RDEG)
Require: Initial vectors x; € X, y; € J; algorithm
parameters: step-size 7 > 0 and trimming parameter e.
I:fort=1,...,7 do
2: Server sends (x¢,y:) to each agent.
3: Each normal agent ¢ draws an i.i.d. sample 5§’2 ~ D,

and transmits g, (z¢, yt;gﬁi), gy (1, yt;gﬁg) to server.*
4: Server computes robust gradients:

gm(xhyt) — Trime{gm(xtayt;gﬁz)f) S [M]}
Gy(ze.ye)  Trim{gy (@, ys &) i € [M]}

5: Server computes mid-points (&, ¢;) as follows, and
transmits them to each agent.

(&)

Ty < Uy (2 — nGa(e, Y1)

X ~ (6)
e Iy (ye +ngy (e, y¢)) -
6: Each normal agent i draws an i.i.d. sample féli ~ D,
and transmits g, (%, g)t;géfz), Gy (24, g)t;gég) to server.
7: Server computes robust gradients:
ol Gn) — Trindga(@ngntin i€ MY
3y (@0, 0) + Trime{g (30, e €57) 2§ € [M]).
8: Server computes new updates x4 and yy41:
Tit1 < Iy (20 — 1o (L1, ) ®)

Yer1 < My (ye + 1092 (26,91)) -

9: end for

III. ROBUST DISTRIBUTED EXTRA-GRADIENT

In this section, we develop the Robust Distributed Extra-
Gradient (RDEG) algorithm outlined in Algorithm 1. Our
algorithm evolves in discrete-time iterations ¢ € [T], where
T is the total number of iterations. There are two main
steps in RDEG. In the first step, the server computes robust
gradient estimates { g, (z+,yt), Gy (¢, y¢)} at the current iter-
ate (x¢,y:) by applying a Trim operator to the gradients
collected from all agents (line 4); we will describe this
operator shortly. The robust gradient estimates are then used
to compute a mid-point (%, 3;) by performing a projected
primal-dual update (line 5). In the second step, the server
now computes robust gradients at the mid-point (line 7),
and performs a projected primal-dual update using these
gradients to generate the next iterate (z4y1,yry1). We now
describe the Trim operation.

The Trim operator in equations (5) and (7) takes as input
M vectors, and applies the univariate trimmed mean estima-
tor in [12] - described in Algorithm 2 - to each coordinate
of these vectors separately. To describe the trimmed mean
estimator, suppose the data comprises of M independent
copies of a scalar random variable Z with mean pz and
variance 0%. An adversary corrupts at most aM of these

“Recall that {g (¢, yt; 5;2)7974 (¢, yt;gﬁ)} could be arbitrary vec-
tors for an adversarial agent ¢ € B.

copies; the corrupted data-set is then made available to the
estimator. The estimator splits the corrupted data set into two
equal chunks, denoted by Z1, ..., Zy/2, Zi,. .. ZM/Q. One
of the chunks is used to compute appropriate quantile levels
for truncation (line 2 of Algo. 2). The robust estimate iz
of puz is an average of the data points in the other chunk,
with those data points falling outside the estimated quantile
levels truncated prior to averaging (line 3 of Algo. 2).

Algorithm 2 Univariate Trimmed-Mean Estimator [12]

Require: Corrupted data set Zi,..., 22, Zl,...ZM/Q,
corruption fraction «, and confidence level J.
I: Set € = 8a + 2410804/0),
22 Let 27 < Z5; <--- < Z3, /2 represent a non-decreasing
arrangement of {Z;};c(ar/2). Compute quantiles: y =
z* and 8 =7}

eM/2 (1—e)M /2"
3: Compute robust mean estimate fiz as follows:
M/2 B x>0
N 2 >
fz =37 Y brvp(Zi)idrpla) = Ja we[1.f]
=1 v <y

The following result on the performance of Algorithm 2
will play a key role in our subsequent analysis of RDEG.

Theorem 1. [12, Theorem 1] Consider the trimmed mean
estimator in Algorithm 2. Suppose o« € [0,1/16), and let
d € (0,1) be such that § > 4e=M/2 Then, there exists an
universal constant c, such that with probability at least 1—6,

1og<1/5>> |

iz — pz|< coz (\/a‘F i

In the next section, we will provide rigorous guarantees
on the performance of our proposed algorithm RDEG.

IV. PERFORMANCE GUARANTEES FOR RDEG

Before stating our main results, we first make a standard
smoothness assumption on the function f(x,y).

Assumption 1. There exists a constant L > 0 such that the
following holds for all x1,xo € X, and all yy,ys € Y:

IVef(@1,91) = Vaf(ze, y2)|| < L (|21 — 22+lyr — v2ll)

IVyf(w1,91) = Vyf(o2,92)[| < L (|21 — 22l +y1 — 32l -

We now define a few key quantities that will show up

in our main results. Let o, = /> c,02(j), oy =
\/ 2 kem) 75 (k), and 0 = max{oy,0,}. Moreover, let

d = max{n,m}, and D = max{D,, D,}, where D, and
D, are the diameters of the sets X and ), respectively.
With the above notations in place, we state our first main
result that provides a bound on the primal-dual gap ¢ £
maxyey f(Zr,y) — mingex f(z, yr), where

gp=(1/T) Y &, and gr = (1/T) > G

te[T] te[T]



Theorem 2. Suppose Assumption 1 holds, the fraction o of
corrupted devices satisfies o € [0,1/16), and the number of
agents M is sufficiently large: M > 48log(16dT?). Then,
with a step-size 1 satisfying n < 1/(2L), and the confidence
parameter & in Algorithm 2 set to § = 1/(4dT?), RDEG
guarantees the following with probability at least 1 — 1/T:

b <D—2+O D \/&JM/i )
T < T o i .
Proofs of all our results are deferred to Section V.’

Discussion. Theorem 2 tells us that with high probabil-
ity, the primal-dual gaS ¢ converges to a ball of radius

0 (UD (\f—f— V1/M ) at a O(1/T) rate. Notably, the
primal-dual gap is zero if and only if (Zr,yr) is a saddle
point of f(x,y) over the set X x ). Thus, RDEG provably
generates approximate saddle points. The following result is
one of the main implications of Theorem 2.

Corollary 1. Suppose the conditions in Theorem 2 hold.
Then, RDEG guarantees the following with probability at
least 1 —1/T:

(10)

Corollary 1 tells us that with high probability, the function
values f(Zy, ;) of the averaged iterates generated by RDEG
converge to the saddle-point value f(x*,y*) up to an error-

floor of O (O'D (\f—k V1/M )) at a O (1/T) rate. There
are several key messages from this result. First, in the
absence of adversaries (i.e., when o = 0), the classical
extra-gradient algorithm with a constant step-size would
yield convergence to the saddle-point value with an error
floor of O(c(y/1/M)) at a O(1/T) rate. Thus, modulo the
biasing effect of the adversaries, the statistical performance
of RDEG is near-optimal. Second, the additive biasing effect
due to adversarial corruption shows up even in the context
of stochastic minimization [13]. In fact, the authors in
[13] argue that an additive biasing effect of order Q(a) is
unavoidable, albeit for the minimization setting. This is all to
say that the dependence of our rate on the corruption level in
Eq. (10) is only to be expected. Third, when the corruption
level is small, the benefit of collaboration is evident from
the second term in Eq. (10): the variance o arising from the
noise term is effectively reduced by a factor of v/M due to
the averaging effect of the normal agents. This effect will be
aptly demonstrated by the simulations in Section VI.

We now turn to the goal of achieving faster convergence
rates than those in Theorem 2. To that end, we study the
performance of the RDEG algorithm for strongly convex-
strongly concave (SC-SC) functions. Accordingly, we first
make the following assumption on f(x,y).

5In the statement of our results, we will use the O() notation to hide
terms that are logarithmic in n, m, and 7.

Assumption 2. The function f(x,y) is p-strongly convex-ji-
strongly concave (SC-SC) over X X)), i.e., forall x1,x2 € X
and y1,y2 € Y, the following holds:

(Vof(z1,91), 22 — 1) +

<vyf(ml’y1)7312 -

f(z2,y1) > f(z1,91) +

f(xlny) S f(xhyl) +

K . 2

5 w2 — 217,
N

ZJ1> - 5“1/2 - y1||2.

For z € X and y € ), define z = [r;y]. We have the
following result for functions satisfying Assumption 2.

Theorem 3. Suppose Assumptions 1 and 2 hold in con-
junction with the assumptions on o and M in Theorem 2.
Then, with § = 1/(4dT?) and step-size n < 1/(4L), RDEG
guarantees the following with probability at least 1 — 1/T

2% = zpp1|?< 2~ % D% + O (UDK (\f—k \/ ))

Y

where k= /L.

Theorem 3 says that for smooth strongly convex-strongly
concave functions, the iterates generated by RDEG converge
linearly to a ball around the saddle point (z*,y*) with high
probability. The size of the ball is dictated by the second
term in Eq. (11).

Remark 1. (Comments on «) The requirement that the
fraction of corruption « € [0,1/16) in our results is
inherited from the analysis of the trimmed mean estimator
in [12]. One can potentially tolerate a larger fraction of
corruption (up to o < 1/2) by using the robust estimators
in [13]. However, this would likely come at a price: the
authors in [13] impose additional statistical assumptions on
the partial gradients; we do not make such assumptions.

Remark 2. (Comments on M) In our results, we need the
number of agents M to scale with log(dT). We note that
similar conditions show up in the context of adversarially-
robust distributed statistical learning; see, for instance, [13]
and [26]. In fact, the covering argument in [13] requires M
to scale linearly with the model dimension d. By avoiding
such an argument in our analysis, we can get by with a far
milder logarithmic dependence on d. As an example, for d =
100, and number of iterations T = 2'° (which should suffice
for all practical purposes), log(dT) = 12. This is a very
reasonable requirement for large-scale computing systems
where the number of devices is of the order of thousands.
Furthermore, with T = 219, our guarantees in Theorems 2

and 3 hold with probability 1 — 1/T =~ 1.

V. PROOFS OF THE MAIN RESULTS

In this section, we prove our main results, starting with
Theorem 2. Essentially, our proofs comprise of a perturbation
analysis of the extra-gradient algorithm, where the perturba-
tions arise due to adversarial corruption. As the starting point
of such an analysis, we establish some simple relations in
the following lemma.



Lemma 1. For the RDEG algorithm, the following inequal-
ities hold for all t € [T],x € X, and y € Y:

~ ~ 2 ~ 12 A 2
210Gz (T, Y1), ¢ — |2 = @el|” = [l — 4[|” = [|&¢ — 2]

) < |
_ N 2 2 . 2
=20(Gy (e, ye), 9t — ) < My — well” = lly — Gell” — 19 — el
20(Ge (B4, 92), o1 — 2) < |l — 24|* = |2 — 2ega ||* = |zeg1 — 2]
~ ~ N 2 2 2
=200y (e )5 Yerr — ) < My = vell” = N1y = vera I = Nyear — y(tlﬂz-)

Proof. We only prove the first inequality since the rest follow
a similar reasoning. We start by noting that

&y = argmin ||z — (2 — ngx(mtaytD”Q'
TEX

From the first order condition for optimality of ;, we have
that for any = € X:

(T — &4, 8¢ — 24 +1Gx (21, Y1) > 0.
Rearranging the above inequality and simplifying, we obtain:

N Ge (21, Ye), B¢ — x) < (@ — Ty, B — 34)

<$U — Ty, B — 5Ut> - ||It - itHQ

—

a

1 . N
D> (e =il + 2 =@l = o — &)1

— e — &)

= 2 (e =2l = llz = &0l = 2o — ).

(13)

which leads to the desired claim. For (a), we used the
elementary identitzy that for any two vectors c,d, it holds
that 2(c,d) = [l¢|” + |d]|* — [|c — d|*. O

Using the previous result, our next goal is to track the
progress made by the mid-point vector (I, ;) in each
iteration, as a function of the errors introduced by adversarial
corruption. To that end, for each z € X and y € ), we define
the following errors vectors:

€2(7,9) £ 9:(2,9) — Vo [ (Z,7):6y(2.9) = 3y(2,7) — Vy f (2, 7).
(14)
We have the following key lemma.

Lemma 2. Suppose Assumption 1 holds and n < 1/(2L).
For the RDEG algorithm, the following then holds for all
te[T),xeX, andy € Y:

WV f (@, 9e), Tt — ) — (Vo f (24, Tt), 9 — y)

1 2 2 2 2
< 5 (e =2ill® =l =z + lly = el = ly = e )
+ 1D (lex(@e, yo) [+ llex (e, Go) 1+ ley (ze, yo)ll+lley (Ze, G)1) -

(15)
Proof. Using the definition of the error vector e, (¢, 4t ), we
start by observing that

77<Vrf(55t7?3t)75%t - $> = 77<fo(@t7?3t)7@t - $t+1>
T
+ (G (Z0, 0t), Teg1 — ) +1(€x(Zt, P1), T — Tyg1)-

T>

(16)

To bound 7}, we note that
T, = W<me(ft>?9t) - vxf(xtayt)ai't - $t+1>
Ts
+77<§z(5€t7yt)7§7 - $t+1> *77<€z(2f7t,§/t)7ft - $t+1>-
Ty

7)

Now using the third inequality in Eq. (12) of Lemma 1 to
bound 75, and the first inequality in Eq. (12) with x = x4
to bound T}, we obtain

T+ Ty < 4 (o=l = o = 2o l® = |2 = o) = a0 = 2ol

(13)
Recalling that D = max{D,, D,} (where D, and D, are
the diameters of X and ), respectively), and combining
equations (16), (17), and (18), we conclude that

A AN A 1
WVl @1, 50), 21— @) < Vo + 5 (Il = @ill® = 2 = e |?)

+ 0D (lex (@t yo)ll+llex (Ze, 90)11)
where
Wao =Ty — 5 (=l + 30 — i)
Using a similar string of arguments, we can establish that

SN 1
=0V f s e), e = 9) < Wy + 5 (I = el =y =y )
1D (e (s o) [+ lley (1, 301D

where
Ly, 2, - 2
i =T5 = 5 (19— will* + 130 = yesa]*) , and

T5 = _77<Vyf(§jtagt) - Vyf<xt?yt)’:gt - yt+1>'

To complete the proof, we claim that ¥, , + ¥, , < 0. To
see why this is the case, we note that L-smoothness yields:

IV f(Ze,9t) — Vaf (e, y)ll < L (|2 — 2zel[+ |9 — well)
IVy f(@e,9e) — Vi f (e, y) | < L([|80 — 2ol +[1Te — yell) -

Using the above display in conjunction with the Cauchy-
Schwarz inequality, we obtain

Vot + Wy < Ly (|2 — 2ol +]1G — ell) (126 — weq [+ 19 — yesall)
1/ . . .

5 (12 =@l + l13e = zeaa | + 15 = el + 136 = yesa )

Finally, using n < 1/(2L) along with the fact that for any

a,b,c,d € R, (a+b)(c+d) < a?+b>+c?+d?, we conclude

that ¥, ;+W, ; < 0. The claim in Eq. (15) then follows from
summing equations (19) and (20). O

In our next result, we establish high-probability bounds on
the error vectors by leveraging Theorem 1.

Lemma 3. Consider the event H, defined as follows:

He = {max{|lex (e, yo)l|, llex(@e, Ge), ley (2o, wo)ll, lley (22, 9e) 1} < A},
where

21



For the RDEG algorithm, we have:

P(H:) >

= for each t € [T]. (22)

Proof. We begin by defining certain “good” events:

Gt = {llex(@e, y0) 1< A}, Gy = {lley (e, y0) < A},
gw,t £ {”euz(i‘t;gt)ng A}, gy,t £ {Hey('itvgt)HS A}

To analyze the probability of occurrence of the above events,
we need to next define an appropriate filtration. Accordingly,
let F; denote the sigma field generated by {z, Y« } xc(s) and
{Zk, Ur }ree—1); and F; denote the sigma field generated by
{@r, yr tve and {2, Jx }re[y- From definition, we have

flCﬁlegCﬁQC 'C.FTC}_-T.

Clearly, (z¢,y;) is F;-measurable. Thus, conditioned on J%,
for each coordinate j € [n], the data set {[g,(x¢, yu; f@)] e
i € [M]} has the following properties: (i) at most aM of the
samples are corrupted; and (ii) the uncorrupted samples are
i.i.d. scalar random variables with mean [V f(z¢,y:)]; and
variance bounded above by o2(j). Invoking Theorem 1 for
the trimmed mean estimator in Algorithm 2, we conclude that
conditioned on F;, with probability at least 1 — 1/(4dT?),

\@m%m—WJm%ﬂKwu)Gﬁ+WQﬁ7)

Now union-bounding over each of the n coordinates, we have

that conditioned on F;, with probability at least 1 — 4(1% >
1

L= 372,

||§m(xt7yt) - vmf(xtvyt)H <A

Here, we used the fact that d =
> jein 02() = o0z < o. We have thus shown that

P (Gy4|F:) > 1 — 1/(4T?). Using an identical argument,
we can establish an analogous result for the event G, ;. An
union bound thus yields P (G| F;) > 1 — 1/(27?), where
Gt = G+ N Gy . Noting that (i, ;) is F;-measurable, we
can similarly show that P (G,|F;) > 1 — 1/(2T?), where
Gt = Gzt NGy . Our next task is to analyze the probability
of occurrence of the event H; = G; N G; by exploiting the
nested sigma-field structure: F; C F;. To that end, observe:

P(Gi|Fi) = E[lg, | Fi]

Y B(E[16, 17| 7]

= E[P(Gi|F+)|Ft]

Q) 1

>1— —.
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Here, we used 1 4 to represent the indicator random variable
for an event A. For (a), we used the fact that given a
random variable X and two sigma-fields 5; and B with
Bi1 C Ba, it holds that E[E[X|B:]|B1] = E[X|By], ie
the smaller sigma-field “wins” [31, Theorem 5.1.6]. For (b),
we used the previously established fact that P (Gy|F;) >
1 —1/(2T?). Using (23) and an union bound, we conclude

max{n,m} > n, and

that P(Ht|]:t) = P(gt n g_t\}}) Z
the proof, we note that

E[E[1y,|Ft]] =

1 —1/T?. To complete

1
ﬁ.
O

P(H,) = E[ly,] = E[P(Hi| )] > 1—

We are now equipped with all the pieces needed to prove
Theorem 2.

Proof. (Theorem 2) Let us start by considering the following
“clean” event: H = ﬂte[T] H:, where H; is as defined in
Lemma 3. We will condition on this event for the rest of
the proof. From the convex-concave property of f(x,y), the
following inequalities hold for all ¢ € [T],z € X, and y € V:

0 (f(&e,0¢) — f(@,9¢)) < (Vo f(Ze, G¢), T4 — )
=0 (f (@, 9e) = (0, 9)) < =n(Vyf (@1, Ge), G — y)-
Summing the two inequalities above, using Eq. (15) from

Lemma 2, and the fact that on the event H, all the error
vectors are uniformly bounded above by A, we obtain:

. . 1
n(F(@ny) = fla.90) < 5 (o —il* -

2
o = 2esa?)

1
+5 (ly = will* = lly = yenr|?) + DA
(24)
Summing the above inequality from ¢ = 1 to 7, and

simplifying, we obtain

= Z (Te,y z, ) < T

te[T

(e ==21l* + lly = a?)

+ 4DA.
(25)
Now from the convexity of f(x,y) w.rt. x and concavity
w.rt. y, we have that f(Z7,y) < (1/T) > ,c(py f(2¢,y) and
f@,y7) 2 (1/T) X seiry f(2,Ge), respectively. Using these
facts in conjunction with Eq. (25), we obtain
D2
f(@r,y) — f(z,97) < — +4DA.
nT
Noting that the above inequality holds for all z € A and
for all y € Y immediately leads to the claim in Eq. (9). To
complete the proof, we observe that

1 1
ZP(Ht)<TXﬁ:f’

te(T)

(26)

P(H?) <

where we used the union bound, and Lemma 3. O

(Proof of Corollary 1) Starting from Eq. (26) and plug-

ging in z = 2,y = yp, we obtain

D2

f@r,yr) — f(@",97) < — +4DA.

nT
Given that the saddle point property of (z*,y*) implies
fla*,y*) > f(a*,yr), we conclude that f(Zr,yr) —
f(a*,y*) < D?/(nT)+4DA. Using a symmetric argument,
we can arrive at the conclusion that on the clean event H,

* * D2
|f(Zr,yr) — f(a", y")|< T +4DA.



We now turn to the proof of Theorem 3. Let us first
introduce some notation to simplify the exposition. For = €
X and y € ), define Z £ X x),z £ [z;y], F(z) &
(Vo f(x,9); =V f(2,9)], and G(2) £ [3.(x, y); =gy (2, ).
We will require the following intermediate lemma.

Lemma 4. [32, Lemma 2] If [ is p-strongly convex-p-
strongly concave, then the following holds for all z,, 29 € Z:

(F(22)

Proof. (Theorem 3) Similar to the proof of the Theorem 2,
we will condition on the clean event H = ),y H¢, where
H; is as defined in Lemma 3. From Lemma 1, we have

— F(z1),20 — 21) ZM||22—21H2. 27

2(G(2), 2401 — 2) < N2 — 2P =12 — ze41 P = 2041 — 2|

2(G(20), 2 — ze41) < N2ean — 20l =[120 — 2| —ll2e — 2.
If we let z = z* in the first inequality above, we obtain:

M(G(3), 241 — 2°) < |l2* — 2> =2 — zepalP—llze41 — 2|

(29)
From Lemma 3, we also know that on the clean event H,
the following holds:

IF(2) — G2 V24, ||[F(z) — G(z)]|< V24, (30)

where A is as in Eq. (21). Now using the Cauchy—-Schwarz
inequality, we obtain

2(F(2¢), 2441 — 27) —
20(F (2t), 2t — z141) —
Combining the above display with (28), (29), and (30) yields:

20(F(21), 2 — ze41) + 20(F (20), 2441 — 27)
< 12" = zelP=112* = zeqalP =112 — 24P —ll2¢ — 2¢)|*+8nAD.

277(@(&), ziy1 — 2%) < 4nAD,
277<G(Zt), é’t — Zt+1> S 4’[’}AD

Our immediate goal is to obtain a lower bound for the LHS
of the above inequality. To that end, we start by using the
fact that if z* € Z is a saddle point of f(z,y), then Vz € Z,
we have (see Section 2.3 in [33]):

(F(z*),2—2") > 0. (32)

This readily implies that

20(F (21), 2t — ze41) + 20(F (2), 2041 — 27)

=20(F(z) — F(2), 2 — 2141) + 20(F (%), 2 — 27)
22n(F(z) — F (%), 2 — ze41) + 20(F (%) — F(27), 2 *(2“3*3>)
We can further lower-bound the RHS of the above inequality
as follows:

2n(F (z)
(a)

>2n(F(2t)

— F(ZA’t)773t — Zt+1> -+ 27]<F(2t) — F(Z*),Z?t — Z*>
= F(8), 2t — 2e41) + 2npl| 2 — 27|

b)

> — ALz — 2|12 — 2o | +2npl| 2 — 27|

> — (4P L[z = 2lP |20 — zera[1?) + 20ull 2 — 2717, 3

where we used Lemma 4 for (a); the smoothness property of
f in Assumption 1 for (b); and the AM-GM inequality for
(c). Combining equations (31), (33), and (34), we obtain

2% = zeta||?
< 12" = 2ol ~2npl|ze — 2P+ (47 L2 = 1)]|2¢ — 2] +8nAD
= (L= nu)ll2" = z|*+(=1 + 40> L? + 2np) ||z — %]
pllz = 2l *=2npl|2e — 27 |*=2npllz — Z|*+8nAD.
(35)
To simplify the above display, we use the elementary fact

that for any two vectors a and b, it holds that |ja + b||>
2 ([lal|*+/b][?); this yields:

npllze = 2P =2nul2e — 2* |2 =2np)l 2 — 2[*< 0. (36)
Next, setting n = 4 7> and using p < L, we have:
—1+4nL* + 2nu < —1+49°L* +2nL < 0. (37)

Using (36) and (37) to simplify (35), we finally obtain:
(1 —np)||z" — z[*+8nAD

— (1= L) e - p2??
o 4k z “t L’

2" — Zt+1||2

(38)

where £ = p/L. Using the above inequality recursively
yields:
1 AD
= el < (1- &) 1 -l +22<1—f) 5
1\ N KAD
<(1-5) 1 -alrest

AD
< e‘ﬁHz* — z1|\2+8ﬁL ,

where for the last step, we used (1 —w)” < e~ "™ for w €
(0,1), and r > 0. To conclude, we recall from the proof of
Theorem 2 that the event # has measure at least 1—1/7. [

VI. SIMULATIONS

In this section, we study a specific instance of problem
(1), namely, a bilinear game of the following form:

min max f(z,y) £ Elz" Ay+2(b+ )"z —2(c+ )"y

llzll<p llyll<p
Here, z,y,b,c € R1%, A € R19%10 and p = 100. The param-
eters A, b, c are fixed, and ¢ ~ N(0,0%I). As our measure of
performance, we consider the instantaneous primal-dual gap
¢ =maxyey f(T,y) — mingex f(z, 7). We simulate two
algorithms: the vanilla extra-gradient algorithm that does not
account for adversaries, and the proposed RDEG algorithm.
In Fig. 2(a), we plot the performance of these algorithms
with the corruption fraction set to o = 0.06, number of
agents M = 100, and variance of the noise set to o2 = 10.
We observe that even a small number of Byzantine workers
can manipulate the optimization procedure and cause the
extra-gradient algorithm to diverge from the saddle point.
In Fig. 2(b), with M = 100 and o = 10, we explore
the impact of varying the corruption fraction o. Complying
with Theorem 2, the error floor of RDEG increases as a
function of «. Next, in Fig. 2(c), to demonstrate the benefit
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Fig. 2.  Top Left (a). Comparison between vanilla extra-gradient and
RDEG. Top Right (b). Performance of RDEG vs. level of corruption
fraction. Bottom Left (c¢). Performance of RDEG vs. number of agents.
Bottom Right (d). Performance of RDEG vs. level of noise variance.

of collaboration, we fix @ = 0.06 and o2 = 10, and plot
the performance of RDEG as a function of the number of
agents M. As expected, by increasing M, RDEG converges
to a smaller ball around the saddle point, highlighting the
benefit of collaboration in reducing the variance of the noise
model. Finally, in Fig. 2(d), we fix M = 100 and o = 0.06,
and change the variance of the noise o2. We observe that
increasing o2 leads to a higher error-floor. Importantly, all
of the above plots verify the bound in Theorem 2.

VII. CONCLUSION

We studied the problem of distributed min-max learning
under adversarial agents for the first time. By exploiting
recent ideas from robust statistics, we developed a novel
robust distributed extra-gradient algorithm. For both smooth
convex-concave and smooth strongly convex-strongly con-
cave functions, we showed that with high probability, our
proposed approach guarantees convergence to approximate
saddle points at near-optimal statistical rates.
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