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Abstract 

Structural and functional data from analysis of the human genome has increased many 

fold in recent years, presenting enormous opportunities and challenges for machine 

learning. In particular, gene expression microarrays are a rapidly maturing technology 

that provides the opportunity to assay the expression levels of thousands or tens of 

thousands of genes in a single experiment. 

In the analysis of microarray gene expression data, one of the main challenges 

is the small sample size compared with the large number of genes. Among these 

thousands of genes, only a small number of genes are relevant. To cope with this 

issue, feature selection, which is the process of removing features not relevant to the 

labeling, is an essential step in the analysis of microarray data. In this thesis, we 

present work in this area. 

In literature, most of the feature selection methods are solely based on gene expres

sion values. However, due to the intrinsic limitations of microarray technology and a 

small number of samples, some expression levels may not be accurately measured or 

they are not a good estimation of the underlying distribution. This can reduce the ef

fectiveness of feature selection. To resolve this deficiency, we explore the possibility of 

integrating Gene Ontology (GO) into feature selection in this work. GO represents a 

controlled biological vocabulary and a repository of computable biological knowledge. 

(Details will be introduced in the subsequent sections.) 

The main contributions of this thesis are the following: (1) a statistical assessment 

of the capability of GO based similarity (semantic similarity) in catching redundancy, 

and a new similarity measure that takes into account both expression similarity and 
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semantic similarity, and (2) a method to incorporate GO annotation in the discrim

inative power of genes, which evaluates genes based on not only their individual 

discriminative powers but also the powers of GO terms annotating them1
. 

1These two methods were presented respectively at the 2006 IEEE Symposium on Computa

tional Intelligence in Bioinformatics and Computational Biology (CIBCB 2006) [38] and 2007 ACM 

Symposium on Applied Computing Special Track on Data Mining (SAC 2007) [39]. 
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Chapter 1 

Introduction 

1.1 Introduction to Microarray Technology 

Lives are built by cells that contain structural features. The functions of these cells 

are performed by several types of molecules, such as protein, deoxyribonucleic acid 

(DNA) and ribonucleic acid (RNA). DNA sequence encodes the complete genetic in

formation for protein synthesis, which consists of three stages: transcription, splicing 

and translation. In protein synthesis, a gene, which is a strand of DNA molecule 

in the nucleus, is transcribed to a messenger RNA (mRNA), and then this mRNA 

is translated to a protein. This entire process, taking the information contained in 

genes and turning that information into proteins, is called gene expression. 

Gene expression levels in a cell are very important for biologists, because they 

evaluate the state of a cell based on what genes are expressed within it. Microarray 

technology allows researchers to determine the expression level of a gene by measuring 

the corresponding mRNA abundance. The mRNA is not the ultimate product of a 
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gene and the correlation between the mRN A and protein abundance in the cell may 

not be straightforward. The mRNA level, instead of the protein level, is measured 

due to the following reasons. The absence of mRNA in a cell is very likely to imply 

a low level of the ended protein. In addition, the measurement of mRNA levels can 

be done in a high-throughput way and is cheaper than the direct measurement of 

protein levels [4]. 

Microarrays exploit the preferential binding of complementary single-stranded 

nucleic-acid sequence. The basic principle is that the unknown samples are hybridized 

to an order array of immobilized DNA molecules whose sequences are known [15]. 

This idea of using a piece of DNA as a probe to determine the presence of the com

plementary DNA (eDNA) in a solution is evolved from Southern blotting technology, 

whereby fragmented DNA is attached to a substrate and then probed with a known 

gene or fragment. Compared with the traditional approach to genomic research, the 

most attractive advantage of microarray technology is its capability of monitoring the 

expression levels of tens of thousands of genes in parallel. 

A microarray is a small chip (made of chemically coated glass, nylon membrane or 

silicon), onto which tens of thousands of DNA probes are attached in fixed grids by 

a robot arrayer using contact or non-contact printing methods. Generally, microar

rays are categorized into two groups: eDNA microarrays and oligonucleotide arrays 

(abbreviated oligo chip). A eDNA microarray simultaneously analyzes two samples, 

the test sample and the reference sample. In contrast, in oligo chips, the test sample 

and the reference are separated, and they are analyzed on different chips. In other 

words, the two samples on a eDNA chip can be viewed as comparable to two samples 

on 2 oligo chips [48]. Despite differences in the details of their experiment protocols, 
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both types of experiments consist of the following procedures: target preparation, 

hybridization, scanning process, and normalization [23]. 

1.1.1 Target Preparation 

In eDNA microarray experiments, mRNA samples are extracted from both the test 

and the reference samples and then synthesized to eDNA by the reverse transcription. 

Then, the test and reference eDNA samples are differentially labeled with fluorescent 

dyes or radioactive isotopes. Differential labeling is not necessary for oligo chips. 

In oligo chips, sample mRNA is first reverse transcribed into single-stranded eDNA. 

The single-stranded eDNA is then converted to a double-stranded eDNA. Finally, the 

double-stranded eDNA is transcribed to complementary RNA(cRNA) [48]. 

1.1.2 Hybridization 

In eDNA microarray, the differentially labeled test and reference cDNAs are mixed 

in equal amounts and hybridized with the arrayed DNA sequences. Each spot on 

the microarray chip contains enough DNA copies to allow probe hybridization from 

both samples without interference [15]. In oligo chip, cRNAs are hybridized with the 

oligodeoxynucleotide probes on the glass slide and then bound to an avidin-conjugated 

fl. uorophore. 

1.1.3 Scanning Process and Normalization 

After hybridization is completed, the intensity of the fluorescence emitted from the 

labeled and hybridized targets is scanned and digitally imaged. Then, raw signal 
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intensity, either from cDN A or oligo chip, must be adjusted to a common standard 

(normalized) to correct for differences in overall array intensity that include back

ground noise as well as differences in efficiency in detection and data acquisition. 

In other words, normalization processes make the results from different experiments 

comparable [40]. After normalization, the raw gene expression levels are presented 

as an expression ratio of test vs control sample, or the gene expression profiles from 

several samples may be compared with a clustering algorithm [48]. This leads to gene 

expression values that are suitable for statistical analysis. 

1.2 Limitation of Microarray Technology 

Microarray technology has the potential to greatly enhance our knowledge about gene 

expression, but there remain challenging problems associated with the acquisition 

and analysis of microarray data. A main problem is that running the microarray 

experiment can be technically error prone. As a result, microarray data may contain 

inaccurate expression levels or missing values. 

In [25, 28], the authors show that incorrect eDNA sequences may be attached 

during the manufacturing of the chips and this could compromise the fidelity of the 

DNA fragments immobilized to the microarray surface. Moreover, the hybridization 

process can fail and this results in incomplete information for some spots on the slides. 

In addition, microarrays measure the mRNA abundance indirectly by measuring 

the fluorescence of the spots on the array for each fluorescent, so the raw data pro

duced by microarrays are monochrome images [4]. Transforming these raw images 

into the gene expression levels is a very complicated process. This process may depend 
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on properties of the hardware such as the scanner, and manual adjustment might be 

involved. 

Another difficulty in acquiring gene expression levels is the identification of spots 

with the respective genes. In the microarray analysis, it is very difficult to distinguish 

between genes with a high degree of sequence similarity, because arrays for higher 

eukaryotes, such as human, are typically based on expressed sequence tag (EST) and 

linking the EST to the respective gene is complicated [28, 4]. Moreover, it is possible 

that the same genes are represented by several spots on the array, but measurements 

from these different spots may differ. 

The high experimental cost is another weakness for microarray technology. Al

though this technology enables us to measure gene expression levels of thousands of 

genes in a single chip, the cost of a chip is high and consequently the number of 

samples is very limited compared with the number of genes in a microarray dataset. 

The asymmetry between the number of samples and that of genes makes the sta

tistical analysis of microarray data a challenging task. How to cope with the small 

number of samples and inaccurate information in microarray has been the topic of 

many researches. 

1.3 The Analysis of Microarray Data 

The result of a microarray experiment is normally organized into a data matrix, where 

its rows represent the expression levels of the genes among all the samples, while 

the columns represent sample observations to be analyzed. Hence, there are two 

straightforward ways to study gene expression matrices [4]. By comparing expression 
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levels of genes in different rows, co-regulated genes can be identified. On the other 

hand, by comparing samples, genes that are differentially expressed can be found. 

Generally, the analysis of microarray data can be divided into two categories: 

unsupervised and supervised. Unsupervised approaches group together objects (genes 

or samples) with similar properties. Some main goals of these clusterings include 

identifying candidate genes and discovering new classes of diseases that may be critical 

for correct diagnoses and treatment selections. 

One of the main goals of supervised expression data analysis is to construct clas

sifiers, which assign predefined classes to a sample. This process is also called sample 

classification. In a sample classification, each observation is labeled in advance. The 

labeling contains knowledge of disease subtypes or the tissue origin of a cell type. 

Classifiers are built from the microarray gene expression data with the purpose of 

predicting the label of any unknown observation. Because the number of genes is 

much great than the number of samples, and many genes are not relevant to sample 

labels in microarray data, feature selection is a necessary pre-step for sample classi

fication. This process removes genes irrelevant to class labels so that classification 

is more accurate and efficient. In Chapter 3, we will discuss in more detail feature 

selection in microarrays. 

1.4 Benchmark Microarray Datasets 

In this section, we will review several benchmark microarray datasets that will be 

used in this work. These datasets have been widely used in existing work because 

most expression values in these sets reflect the intrinsic biological characteristics of 
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observed genes. 

1.4.1 Leukemia Dataset 

Golub [16] introduced the leukemia dataset in 1999. It consists of 62 bone mar

row and 10 peripheral blood samples obtained from acute leukemia patients. These 

samples were extracted from two subtypes of acute leukemia cells: acute lymphoblas

tic leukemia (ALL) and acute myeloid leukemia ( AML). RN As prepared from these 

samples were hybridized to high-density oligonucleotide microarrays and a quantita

tive expression level was measured for each gene. This dataset is considered to have 

a good separability between samples from different subtypes of leukemia, since in 

several works [56, 11], 100% classification accuracy is attained. 

1.4.2 Lung Cancer Dataset 

The lung cancer dataset is presented in [17]. It contains 181 tissue samples from 

two types of cancers: malignant pleural mesothelioma (MPM) and adenocarcinoma 

(ADCA) of the lung. Lung ADCA tumors consist of both primary malignancies and 

metastatic ADCAs of breast and colon origin. MPM samples contain relatively pure 

tumors. Distinguishing MPM from ADCA of the lung is challenging from both the 

clinical and pathological perspective, because patients of these two types of tumors 

often present a very similar symptom, but the ultimate treatments are very different. 

In this dataset, because both tumor types have different cell types of origin, the gene 

expression levels in MPM and ADCA samples vary significantly. This leads to a very 

high predicative accuracy when the samples are classified by their gene expression 
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levels [17]. 

1.4.3 Colon Cancer Dataset 

Colon cancer dataset [2] consists of colon adenocarcinoma specimens and normal colon 

tissue obtained from colon cancer patients, and these samples are analyzed with the 

oligonucleotide arrays. There are 62 samples in the dataset, 40 tumor samples and 

20 normal samples. The normal samples include a mixture of muscle and epithelial 

tissue, while the tumor samples are biased to epithelial tissue of the carcinoma. This 

difference of tissue composition between the two classes of samples makes the classi

fication by gene expression levels difficult, because tumor samples with high muscle 

content might be misclassified as normal samples [2]. This indicates the importance 

of improving tissue purity in the collection of in living organism. 

1.4.4 Breast Cancer Dataset 

Breast cancer dataset [50] consists of tumor samples from 97 breast cancer patients. 

For each patient, RNAs are isolated from a snap-frozen tumor within one hour after 

surgery. These samples are categorized into two groups: relapse and non-relapse. 

Relapse samples are extracted from patients who developed distant metastases within 

5 years after the surgery, while non-relapse samples are extracted from patients who 

continued to be disease-free after a period of at least 5 years. Chemotherapy reduces 

the risk of distant metastases, but patients may suffer from the side effects caused 

by this treatment, so the accurate prediction of metastases is critical for the clinic 

treatment of breast cancers. 
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1.4.5 Prostate Cancer Dataset 

Prostate cancer dataset is presented by Singh in [47]. This dataset consists of gene 

expression levels extracted from 52 tumor and 50 non-tumor prostate samples using 

oligonucleotide microarrays containing 12,600 probes. This dataset has a rather good 

behavior in term of the separation of different classes, because the gene expression 

level-based classification attains a predicting accuracy from 86% to 92%. However, 

this level of accuracy is not sufficient to replace histological examination [47]. 

1.5 The Research Objective of This Work 

One of the main challenges in sample classification of microarray data is the small 

sample size compared with the large number of features (genes). For a typical dataset, 

there are 2,000-30,000 genes while the number of samples is in the range of 40-200. 

When the number of features is large with respect to the sample size, the classifier may 

only perform well on training samples but not on unseen data [46]. This is referred 

to as overfitting. To cope with this issue, feature selection becomes an essential step 

in the analysis of microarray data, because this process removes features that are 

irrelevant to labeling. 

There are a number of advantages of feature selection. Firstly, microarray data sets 

often contain a significant number of genes whose expression levels are not relevant 

to class labels. In other words, these genes, i.e. irrelevant genes, are not biologically 

informative for the classification. It has been proven that including irrelevant genes 

into the selected feature subset can decrease the effectiveness of classification algo

rithms, so feature selection improves the accuracy of classifiers [58]. Secondly, feature 

9 



selection reduces the computational cost of the classification process. Particularly, in 

high-dimensional problems, such as the analysis of microarray data, it is compulsory 

to drastically reduce the number of genes to be measured in order to make classi

fication efficient. Finally, feature selection leads to more interpretable results. The 

fundamental goal of the analysis of microarray data is to identify genes whose expres

sion patterns have meaningful biological relationships with the classification and this 

can assist in some biological and/or bio-medical processes, such as drug discovery and 

early diagnosis of diseases. The selected subset of genes produced by feature selection 

makes the identification process feasible due to the relevance of the genes as well as, 

presumably, the small size of the subset. 

In the literature, most feature selection methods for microarray data are driven by 

gene expression levels. However, due to the intrinsic limitations of microarray technol

ogy, as mentioned in Section 1.2, and the small number of samples, some expression 

levels cannot be accurately measured or are not sufficient to estimate the underlying 

distribution. This may reduce the effectiveness of feature selection methods based 

solely on expression levels. One feasible approach to overcome this deficiency is to 

apply Gene Ontology (GO). GO is one of the most important ontologies within the 

bioinformatics community. This ontology defines a shared, structured and controlled 

vocabulary to annotate molecular attributes across model organisms [13]. In this 

thesis, we will study methodologies and some underlying theoretic principles for GO

based feature selections. 

The main contributions of this thesis are as follows: (1) a statistical assessment 

of the correlation between GO-based similarity (semantic similarity) and expression 

similarity, and a new similarity measure that takes into account both expression sim-
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ilarity and semantic similarity, and (2) a method to incorporate GO annotation into 

the discriminative power of genes, which evaluates genes based on, not only their 

individual discriminative power, but also the discriminative power of the GO terms 

annotating them. The novelty of the GO-based method is that it incorporates biolog

ical knowledge into the traditional co-relation measurement, and therefore, reduces 

the likelihood that a gene is related to the labeling incidentally. The effectiveness of 

our method is demonstrated by application to several widely used datasets. 

This thesis includes the following subjects: Chapter 2 reviews the basic concepts 

in Gene Ontology (GO). It includes its basic structure, the biological nature of an

notation, the concept of similarity between GO terms, as well as that between gene 

products. 

At the beginning of Chapter 3, we introduce several classification algorithms that 

will be used in this work. Then, we review related works of feature selection in 

microarray. This includes a description of wrapper and filter models, a comparison 

between these two models, the concept of feature redundancy and two methods to 

detect redundancy: Markov Blanket and Pearson Correlation Coefficient. In addition, 

several GO-based feature selection methods are discussed. 

Chapter 4 explores the possibility of incorporating GO to remove feature redun

dancy for microarray data. In this chapter, we demonstrate the intrinsic ability of the 

GO-based similarity (semantic similarity) in detecting redundancy by using statistical 

experiments. Furthermore, we propose a strategy to integrate the semantic similarity 

into the traditional expression similarity. This chapter concludes with experimental 

results of the proposed method on four public datasets. These results show that 

feature selection using the new similarity measure leads to higher accuracy. 
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Chapter 5 presents a method to integrate GO into the discriminative power of 

genes for feature selection of microarray data. In this chapter, we propose a method 

that ranks genes by considering not only the individual discriminative power, but also 

the biological information contained in their GO annotations. We conduct experi

ments to demonstrate the effectiveness of this method. 

In Chapter 6, we conclude the thesis by summarizing the main results. 
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Chapter 2 

Gene Ontology 

In this chapter, we will introduce background knowledge about Gene Ontology (GO), 

including GO annotation and GO-based similarity. 

2.1 Gene Ontology Annotation 

An ontology is a set of vocabulary terms that label concepts in a domain. These terms 

should have definitions and be placed within a structure of relationships. Typical 

examples of relationships are the "is a" relationship between parent and children and 

the "part of" relationship between part and whole. 

The Gene Ontology (GO) is one of the most important ontologies within the bioin

formatics community and is being developed by the Gene Ontology Consortium [14]. 

The primary goal of GO is to define a shared, structured and controlled vocabulary 

to annotate molecular attributes across model organisms [13]. GO represents a repos

itory of computable biological knowledge and comprises three ontologies: molecular 

function (MF), biological process (BP), and cellular component (CC). MF represents 
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information on the role played by a gene product. BP refers to a biological objective 

to which a gene product contributes. CC represents the cellular localization of the 

gene product, including cellular structures and complexes [52]. 

GO terms and their relationships are represented by Directed Acyclic Graphs 

(DAG) where each node except for the root has one or more parent nodes. Any 

parent surmises the meaning of all its children. No cyclic relationships between terms 

are allowed. Figure 2.1 presents a part of DAG in GO. Terms near leaves in DAG 

ls_a 
ls_a 

Figure 2.1: A Part of Gene Ontology DAG. Usage explained in text 

contain more biological knowledge than those near the root. 

There are two kinds of relationships between children nodes and parent nodes: "is 

a" and "part of."The first relationship is used when a child class is a subclass of a 

parent class. For example, as shown in Figure 2.1, 'Regulation of Biological Process' 
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is a child of 'Biological Process (BP).' The second relationship is used when a child 

is a component of a parent. For example, 'Regulation of Viral Life Cycle' is part of 

'Viral Life Cycle.' 

Each gene product can be annotated with a set of GO-terms. For example, if a 

gene, 9i, is annotated with the GO-term 'Regulation of Viral Life Cycle' in BP, this 

indicates that 9i participates in the biological process of regulation of viral life cycle. 

The quality of an association between a gene product and a GO-term is represented 

by an evidence code. There are 14 types of evidence codes. Typical examples include: 

• Traceable Author Statement (TAS): This evidence code is used when annota

tions are supported by articles or books. 

• Inferred from Expression Pattern (IEP): This evidence code is used when an

notations are inferred from the timing or location of expressions of genes. 

• Inferred from Electronic Annotation (IEA): This evidence code is used for an

notations that directly depend on computation without review by curators. 

Compared with other types of evidence codes, lEA annotations lack reliability, 

because lEA is used when no curator has checked the annotation to verify its accuracy. 

Hence, only associations supported by non-lEA codes are considered in our research. 

GO annotations are the basis for GO-based similarity, which we discuss next. 

2.2 Gene Ontology Based Similarity 

An important concept relating to GO is similarities between terms. There are two 

methods to calculate the similarity, the edge counting model and the information-
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theoretic model [6]. In the edge counting model, the distances are measured by the 

number of edges between terms. If there are multiple paths, the shortest or average 

distance may be used. This model has a weakness in that it assumes that nodes 

and links are uniformly distributed in an ontology [52]. In the information-theoretic 

model, the similarity between terms ci and Cj is calculated by the information carried 

by their smallest common parent c: 

sim(ci, cj) = -log(p(c)), (2.1) 

where p(c) is the probability of finding a child of c in a DAG. This is calculated as: 

the number of children of c 
p(c) - (2 2) 

the total number of terms in the DAG. · 

The smallest common parent of ci and Cj is their lowest common ancestor. For 

instance, in Figure 2.1, the smallest common parent of 'Regulation of Viral Life 

Cycle' and 'Viral Infectious Cycle' is 'Viral Life Cycle.' As c goes up to the root 

of the ontology, the value of p(c) and -log(p(c)) monotonically approach 1 and 0 

respectively. This indicates that the similarity between ci and Cj decreases. Hence, 

the more specific term c is, the more similar these two terms are. A limitation of this 

model is that it does not take into account the information carried by ci and Cj. For 

instance, in Figure 2.2, according to Equation 2.1 we have sim(B, C) = sim(B, A), 

but intuitively B is more similar to A than it is to C. 

Lin [31] proposes a more sophisticated approach, which considers not only the 

information shared by two terms, but also that owned by themselves. Given two 

terms ci and Cj, their similarity is defined as: 

. ( _ 12 x log(p(c))l 
szm ci,cj)- llog(p(ci)) +log(p(cj))l' (2.3) 
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A 

Figure 2.2: GO Similarity 

where c is again the smallest common parent of ci and cj. This value varies between 

one and zero since it represents the proportion of the information shared by two terms 

to the total they have. For a given smallest common parent, the more specific these 

two terms are, the less similar they are. Jiang [24] reports the semantic distance 

function, which measures the difference between the shared information and the total 

information: 

dis(ci, ci) = 2 x log(p(c))- [log(p(ci)) + log(p(ci))]. (2.4) 

Given a pair of gene products, 9i and gj, which are annotated by a set of terms 

Ai and Aj respectively, where Ai and Aj comprise m and n GO-terms, the GO-

based similarity, referred to as semantic similarity, is defined as the average inter-set 

similarity between terms in Ai and those in Ai [52]: 

L sim(ck, cp)· (2.5) 
ckEA;,cpEAj 

The semantic distance between these two gene products, 9i and gi, is defined as: 

Distance(gi, gj) = 
1 

x 
mxn 
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In this work, we downloaded GO annotations from the GO website 

(http:/ /www.geneontology.org/) 1 . We collected the GO annotations for gene prod

ucts from SOURCE [10]. The GO similarity for a pair of genes is calculated from 

their annotated terms in BP ontology. 

1The GO annotation database we use in our experiments was published on March 2007. 
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Chapter 3 

Related Work 

In this chapter, we first introduce the classification algorithms that will be used in 

our experiments. Then, we review two typical feature selection models for microarray 

data, i.e. wrapper and filter. We further introduce the concept of feature redundancy 

and some typical approaches to detecting it. Last, we present several analytical pieces 

of work on microarrays using Gene Ontology. 

3.1 Classification Algorithm 

3.1.1 Naive Bayes 

We first introduce Bayes Theorem, which is the basis for Naive Bayes classification 

algorithm. Let X be a sample observation, represented by a vector of attributes and 

C be a class. For a classification problem, we want to determine P( CIX), i.e. the 

probability that the observed data sample X belongs to C. Bayes Theorem [19] states 

P(CIX) = P(XIC)P(C) 
P(X) ' 
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where P( CIX) is the posterior probability. Bayes Theorem is useful in that it provides 

a way of calculating the posterior probability using P(C), P(X) and P(XIC), which 

could be estimated from the training samples. 

A Naive Bayes (NB) classifier is based on the Bayes Theorem. Because datasets 

often contain many attributes, this may lead to an extremely high computational 

cost in calculating P(XIC). A NB classifier assumes that features are independent of 

each other for a given class. This assumption is called class conditional independence. 

Despite this seemingly arguable assumption, it has been shown that NB is comparable 

in performance with many more complex algorithms, such as decision trees and neural 

network classifiers. 

3.1.2 Decision Trees 

A decision tree learning algorithm is a greedy algorithm that constructs decision trees 

in a top-down recursive manner. A decision tree is a tree structure where non-leaf 

nodes represent tests on one or more features and leaf nodes reflect classification 

outcomes. An unknown sample is classified by starting at the root node, testing the 

attribute specified by this node, then moving down the tree branch corresponding to 

the value of the attribute. A critical task in the construction of a decision tree is how 

to select the test attribute at each node. 

ID3 [41], a well known decision tree induction algorithm, uses an entropy-based 

measure, known as information gain, as a heuristic for selecting an attribute. An 

attribute is selected if it best separates the training samples into individual classes. 

A main limitation of this algorithm is that it requires all attributes to be categorical. 
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C4.5 [42] enhances ID3 by eliminating this requirement. Let a continuous attribute 

with values A1 , Az, .. , Am in increasing order in the training samples. Then, for each 

value Aj(j = 1, 2, .. m), C4.5 partitions the samples into two subsets, one with values 

less than or equal to Aj, and the other with values greater than Aj. For each par

titioning, it calculates the information gain. It chooses the partition that maximizes 

the information gain. 

3.1.3 Support Vector Machines 

Support Vector Machines (SVMs) [7] find hyperplanes in the feature vector space 

to separate samples in two classes with the maximum boundary. We illustrate the 

mechanism of SVM with the simplest case: linear machines trained on separable data. 

Let {xi, Yi}~=l be the set of l training samples where xi is ad-dimension vector(xi E 

Rd) and Yi is the class label (Yi E { -1, 1}). SVM solves the following optimization 

problem: minimizing llwllz subject to 

xi • w + b ~ + 1 for Yi = + 1 

and 

Xi • w + b :S -1 for Yi = -1, 

where w E Rd, llwll is the Euclidean norm and b E R. The idea of an SVM is 

illustrated in Figure 3.1. Samples lying on the hyperplane H 1 : xi • w + b = 1 

(Hz : xi • w + b = -1) are the closest positive (negative) samples to the separating 

hyperplane. These samples are called as support vectors. Since H 1 and Hz are parallel 

(they have the same normal) and no training samples fall between them, we can find 
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the pair of hyperplanes which gives the maximum margin between H 1 and H 2 by 

minimizing II w 11
2

. 

Origin 

0 

0 

,b._ 0 
IWI 

• 
• 

• 

0 

Figure 3.1: Linear Separating Hyperplanes for the Separable Case. The support 

vectors are circled [7]. 

Training a support vector machine requires the solution of a very large quadratic 

programming problem. In [36], the authors propose the sequential minimal opti-

mization (SMO) to solve this problem. This method breaks the large quadratic pro-

gramming problem into a series of smallest problems and avoids the time-consuming 

computation. In the case that the samples are not separable in the input space, a 

kernel function can be used to map the input feature vectors into a higher dimensional 

space so that they become separable in the used space. Examples of typical kernel 

functions include linear, Gaussians, polynomials and neural network. 

In an SVM, the location of the separating hyperplane is only affected by support 

vectors. This property makes SVMs robust to noise, since the classification algorithm 

only focus on the subset of samples that are critical for distinguishing between samples 

from different classes, ignoring the remaining samples. In [5], the authors show the 
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effectiveness of SVMs in the analysis of microarray data. 

3.1.4 Logistic Regression 

Logistic Regression (LR) is a generalized linear model, which forms a predictor vari-

able from the linear combination of the feature variables. In a two-class classification, 

let X be a sample with n attributes x 1 , x2 , ... , Xn· In addition, p and 1- p represent 

the probability of X representing class 0 and 1, respectively. The normal logistical 

regression model is 
n 

rJ =log _P_ =a+'"' j3ixi, 
1-p ~ 

j=l 

where a and /31 , /32 , .. . f3n could be estimated by maximum likelihood criterion. rJ is 

called the linear predictor and the logarithm is called link function. When the number 

of attributes is much more than the number of samples, such as in microarray data, 

a penalty on the sum of the squares of the regression coefficients is introduced. This 

penalty is called ridge regression [8]. 

In [45, 61], the authors demonstrate that LR and SVM perform similarly in the 

classification of microarray data. Compared to SVM, the main advantage of LR is 

that it provides an estimate of the class probability. This allows LR to explicitly show 

the prediction strength and reduce the possibility of incorrect classification. 

3.2 Feature Selection for Microarray Data 

Feature selection methods can be broadly categorized into two groups: filters and 

wrappers [26]. A wrapper model is coupled with a learning algorithm. It evaluates the 

goodness of feature subsets by the accuracy of the classifier generated by the learning 
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algorithm. A filter model is independent of any learning algorithm. It selects the 

optimal feature subset according to the intrinsic characteristics of the features [60]. 

The wrapper and filter models have been extensively adopted in analysis of microarray 

data [22, 58]. 

Since this thesis focuses on the analysis of microarray data, we will discuss the 

details of these two models for feature selection in the context of microarray data. 

3.2.1 Wrapper Model 

The general structure of a wrapper model is depicted in Figure 3.2. The feature subset 

selection algorithm conducts a search for a good subset using a learning algorithm as 

part of an evaluation function. For each candidate feature set, this learning algorithm 

trains a classifier, i.e. a hypothesis, used for feature evaluation [26]. The performance 

of the evaluation is often estimated by the cross-validation accuracy of the classifier 

when it is trained by this subset. The motivation of this design is that the selected 

features should depend not only on the features and concept to be learned, but also 

on the learning algorithm itself [22]. 

The wrapper model conducts a search in a space where each state represents a 

feature subset. A complete search in the feature space is not feasible since the number 

of features (genes) is huge. Hence, a wrapper model must determine the nature of 

the search process: an initial state, a termination condition, and a search engine. 

According to the starting point in the space, searches can be grouped into two 

categories: forward selection and backward elimination. Forward selection refers to 

a search that starts from an empty set of features and successively adds features. 
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Figure 3.2: The Wrapper Approach to Feature Subset Selection 

Backward elimination refers to a search that starts from the full set of features and 

successively removes features [26]. Since the number of genes can be very large but 

only a small number of genes are usually needed to discriminate between different 

classes, forward selection is applied more often. 

For the termination condition, a typical criterion is the "non-improvement" of 

the classification accuracy of any alternative feature subset suggested by the search 

engine. Another common criterion is to fix a number of possible solutions to be visited 

along the search. 

The search engine decides the strategy of the search. Typical search engines in-

elude sequential forward selection (SFS), sequential floating forward selection (SFFS) 

[37], and best-first search [26]: 

• SFS is an iterative greedy process. It starts from the empty set. Then, in each 
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iteration, it adds the feature from the remaining feature set, which maximizes 

the accuracy of the current set. This process stops when no additional feature 

improves the accuracy of the current set. The limitation of this algorithm is 

that it may only attain local maxima. 

• SFFS, in contrast to SFS, is not monotonically incremental. After each forward 

step, SFFS may take several backward steps if these backward steps lead to a 

better classification accuracy. 

• Best-first, similar to SFS, is a forward selection strategy. However, it is more 

robust and thorough than SFS. The basic idea is to allow the search engine 

to back-track within limited space. That is, if adding features to the current 

set, s, does not increase the classification accuracy, the search engine explores 

a collection C of feature sets as follows. C is defined as the collection of all the 

children of the feature sets on the path between the root of the search and s, 

excluding those on the path. The search engine picks the set with the highest 

classification accuracy in C, denoted by s'. If s' has a higher accuracy than 

s, the search engine resumes its search from s'. Otherwise, C is updated by 

replacing s' with its children. In this case, the search engine again picks the 

best from C for further processing. The number of repetitions of the above is 

determined by a parameter to control the extensiveness of the search. Hence, 

best-first algorithm is more resistant to local maxima than SFS. 

Although wrapper models can achieve rather promising results in the analysis of 

microarray data, a major limitation is that they normally require prohibitive com

putation, because a classification algorithm is repetitively executed to calculate the 

26 



accuracy. In addition, since a wrapper model usually uses cross validation repeti

tively on a single data set, the probability that it finds a feature subset that performs 

well on the validation data incidentally cannot be ignored [58]. The situation could 

deteriorate for microarray data, because the number of samples is typically small. 

In the study of microarray data, considerable work has been proposed to select 

informative genes using wrapper models. Here, feature selection is wrapped around 

with different classification algorithms. In the sequel, we provide two representatives 

based on forward selection and backward elimination, respectively. 

3.2.1.1 An Example of Sequential Forward Selection 

In [22], the authors apply SFS to build feature wrappers. This feature selection 

method is applied on four classification algorithms: NB, C4.5, IBl and CN2, re

spectively. NB and C4.5 have been introduced in the previous section. IBl is a 

case-based, Nearest-Neighbor classifier [1]. This algorithm predicts the class label 

of a test sample with the label of the nearest training sample regarding to this test 

sample. CN2 represents a classification model by a set of IF-THEN rules, where the 

THEN part represents the class predicted for samples that match the conditions of 

the IF part [9]. These algorithms are selected because they have completely different 

approaches to learning and at the same time they all have long standing tradition in 

the classification history. 

To evaluate the performance of SFS for sample classification in microarray data, 

experiments are performed on several benchmark datasets, including the leukemia 

and colon cancer data set. The results show that compared to the no gene selection 

method, SFS notably improves classification accuracies and reduces the number of 
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genes selected. 

3.2.1.2 An Example of Backward Elimination 

Guyon [18] proposes a wrapper method of gene selection utilizing SVM based on 

Recursive Feature Elimination (RFE). RFE is an instance of backward feature elimi

nation, which includes an iterative procedure that starts with the full set of features 

and then removes the feature with the smallest ranking criterion in each iteration. In 

this work, the ranking value of a gene is determined by the respective weight mag

nitude in the weight vector of SVM. To reduce the computational time, the authors 

suggest deleting chunks of features in the first few iterations and then removing one 

feature at a time when the number of features is less than one hundred. 

This RFE-based SVM is applied to classify two benchmark microarray datasets: 

the leukemia and colon cancer. Compared to the baseline method [16, 2], genes 

selected by this approach yield better classification performance and are biologically 

relevant to class label. For example, the RFE-based SVM attains 100% leave-one-out 

cross-validation accuracy with 2 genes in the leukemia dataset, while the baseline 

method uses 60 genes to achieve the same result. In addition, the proposed method 

gets 98% accuracy with 4 genes in the colon cancer dataset, but the highest accuracy 

for the baseline method is only 86%. 

3.2.2 Filter Model 

As depicted in Figure 3.3, filter methods are essentially data pre-processing or data 

filtering models. Features are selected based on the intrinsic characteristics which 

determine their relevance or discriminative power with regard to the class label [11]. 
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Figure 3.3: The Filter Approach to Feature Subset Selection 

The main advantage of filter approaches compared with wrapper .models is that 

they can be computed easily and efficiently. In addition, filter models do not depend 

on the classification algorithms, and therefore have better generalization capabilities. 

However, filter model evaluates gene in isolation without considering correlations be-

tween genes. As a result, it is possible that genes in the selected feature subset are 

highly correlated with each other. This high correlation leads to feature redundancy 

that could deteriorate the effectiveness of classification. We will discuss feature re-

dundancy in more detail in Section 3.2.3. 

In filter model, genes are selected based on the individual discriminative power 

of genes, so how to accurately determine discriminative power is important. In the 

following, we will review several criteria to measure this power. 

3.2.2.1 Signal-to-Noise Statistic and t-statistics 

Golub [16] suggested an evaluation of genes by their signal-to-noise statistic values. 

Given two labels to the sample observations, the signal-to-noise statistic value of a 

gene is defined as: 

(3.1) 
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where [J.L1(g), a 1(g)] and [J.L2(g), a2(g)] denote the means and standard deviations of 

the logarithms of the expression levels of gene g for the samples in class 1 and class 2 

respectively. This value measures the between class distance in standard deviation. 

Another similar measurement is t-statistics [32]. Given two labels to the sample 

observations, the t-statistics value of a gene is defined as: 

T(g) = IJ.Ll(g)- J.L2(g)l' 
lTl (g) 2 + lT2(g) 2 

n1 n2 

(3.2) 

where n 1 and n 2 denote the numbers of samples in class 1 and 2, respectively. The 

other variables are defined as Equation 3.1. In [11, 32], t-statistics is applied to 

analyze microarray data. 

3.2.2.2 Information Gain 

One of the most widely used feature ranking models is information gain which mea-

sures the number of bits of information obtained for class prediction by knowing the 

value of a feature [34]. Let {ci}:,1 denote the set of classes and U represent the set 

of possible values for feature j; the information gain off is calculated as: 

m m 

i=l uEU i=l 

where P( ci) is the probability that an arbitrary sample belongs to class ci and 

P(cilf = u) is the corresponding conditional possibility when f has the value of 

u. The value of G(f) represents the expected reduction in the entropy for the label-

ing caused by knowing the value of the attribute of f. To calculate the information 

gain, the numeric values of gene expression levels are required to be discretized. This 

is typically achieved via the entropy-based discretization method [12]. In [30], the au-

thors demonstrated the effectiveness of this discretization model in microarray data. 
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3.2.2.3 x2-statistic 

Another common filter model is the Chi- Squared(x2
) method which measures the 

lack of independence between features and class labels [33]. This method also requires 

numeric features to be discretized first. The x2 value of a feature is calculated as: 

where m is the number of intervals, k is the number of classes, Aij is the number of 

samples in the ith interval, ;th class, R is the number of samples in the ith interval, 

Cj is the number of samples in the ;th class, N is the total number of samples, and 

Eij is the expected frequency of Aij. This is calculated as : 

In [32], the authors applied this model for feature selection in microarray data. 

3.2.2.4 Relief-F 

The Relief-F algorithm is another popular approach to calculate the discriminative 

power of a gene. A key idea of Relief-F is to estimate the quality of features according 

to how well their values distinguish between instances that are near to each other [43]. 

For this purpose, Relief-F draws instances at random. Furthermore, given a randomly 

selected instance R, this algorithm searches for its two nearest neighbors: one from the 

same class, called the nearest hit H, and the other from the different class, called the 

nearest miss M. Then, Relief increases the quality estimation of a feature if instance 

R and M have different values of this feature, since it separates two instances with 

different class values. On the other hand, Relief-F decreases the quality estimation of 
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this feature if the values of this feature of instance R and H are different, since this 

feature separates two instances at the same class. 

In [55], the authors apply Relief-F to select informative genes for microarray data. 

Experimental results suggest that the performance of Relief-F is comparable with 

Information gain and Chi- Squared(x2 ). 

3.2.3 Feature Redundancy 

One common approach to filter models for microarray data is to select the top-ranked 

genes, where this ranking is normally based on the individual discriminative power of 

genes. The problem with this approach is that it evaluates genes in isolation without 

considering correlations between genes. However, in feature selection, it has been 

recognized that the combination of two highly ranked features does not necessarily 

lead to a better feature subset because it is possible that these two features are 

redundant. The redundancy between two features is signified by the fact that the 

class-discriminative power of either one will not change much if the other is removed. 

Redundancy among selected feature subsets can lead to two problems. Redun

dancy may affect the efficiency of the classification algorithm, since the dimensionality 

of the selected gene set increases. In addition, a gene subset with redundancy has a 

less comprehensive representation of the targeted classes than one of the same size 

without redundancy [60]. 

In the following, we will review several works, which apply Markov Blanket and 

Pearson correlation coefficient to detect feature redundancy in microarray data. 

32 



3.2.3.1 Markov Blanket 

Koller and Sahami [27] introduced Markov Blankets to detect redundancy. This 

method essentially is a stronger version of conditional independence from classical 

statistics. Given a feature Fi and class label C and Mi C F (Fi ¢:. Mi), Mi is said to 

be a Markov Blanket for Fi iff 

P(F- M·- {R} CIR M·) = P(F- M·- {R} CIM·) t t l tl t t t l ! • 

The optimal feature subset can be constructed by a backward elimination process in 

which unnecessary features are removed one by one, because this process guarantees 

that a feature removed in an earlier phase will still find a Markov Blanket in any later 

phase. 

In [60, 58], the authors use Markov Blankets to remove redundancy in gene selec-

tion. One common characteristic of these two works is that they both adopt heuristic 

approximation in calculating Markov Blankets. This is caused by the following two 

reasons. First, a complete search is not computationally affordable in microarray data 

since the number of features is enormous. Second, the full population is required for 

the optimal subset. However, microarray data just provides a limited number of 

training samples which is only a portion of the full population. 

3.2.3.2 Minimum Redundancy Maximum Relevance 

Another widely used measure for detecting redundancy is Pearson correlation cocf-

ficient, referred to as expression similarity. Given two genes 9i and gj, the Pearson 
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correlation coefficient is defined as: 

where /1g; and /1gi are the means for 9i and 9i respectively and p is the dimension. 

In [11], the authors use expression similarity to measure the redundancy among 

genes and proposed the minimum redundancy - maximum relevance (MRMR) ap-

proach to selecting the optimum feature set. Let S be the feature subset we are 

looking for. The condition of maximum relevance to classification in S can be defined 

as 

maxV, 

where D9; is the discriminative power of gene 9i· Many models can be used to 

determine this power, such as methods presented in Section 3.2.2. Furthermore, the 

minimum redundancy condition is defined as 

minW, 

In order to optimize these two objective functions simultaneously, the authors use 

two combined criteria as either: 

max(V- W) 

or 

max(V 7 W). 

Because the exact maximization process requires extremely high computational cost, 

the linear incremental search algorithm, i.e. a forward, hill climbing search strategy, is 

used to generate a sub-optimal solution in the experiment. Experiments indicate that 
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the features selected by MRMR lead to higher accuracy than those features selected 

by evaluating relevance only. 

3.2.3.3 HykGene 

In [56], the authors propose a clustering based method to remove redundancy (Hyk-

Gene), where redundancy among genes are measured by expression similarity. Figure 

3.4 depicts the workflow of this algorithm. This method first selects the top-ranked 
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Figure 3.4: The Workflow Diagram of HykGene 

genes and then applies the hierarchical clustering (HC) algorithm on these pre-selected 

genes. Measuring the homogeneity between genes by their expression similarities, HC 

builds a dendrogram. Furthermore, clusters are extracted by analyzing the dendro-

gram and then this method collapses each cluster into one representative gene. A 

representative from a cluster is the gene with the minimum sum of squares of dis-
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tances to all other genes in this cluster. Last, these representative genes form the 

selected gene subset. One novel point of this method is that the best number of clus

ters is determined by the accuracy of the classification algorithm on training data. A 

similar approach is introduced by Hanczar [20]. 

3.2.4 Integrating Gene Ontology into the Analysis of Mi

croarray Data 

In spite of the enormous potential of microarray technology, there remain challenging 

problems associated with the analysis of microarray data. We have identified these 

problems in Section 1.2. These problems could lead to inaccurate information in 

microarray data. As a consequence of imprecise gene expression data and missing 

values, the effectiveness of gene selection methods, which determine discriminative 

power and catch redundancy using only expression values, can diminish. 

Hence, it is reasonable to conjecture that, should a more precise measurement 

be used, these methods would be more efficient. However, due to the high cost of 

re-experimenting, it may be too costly to solve this problem by improving microar

ray technology itself. As a cost-effective and practically feasible alternative, some 

methods have explored the possibility to alleviate the above problems by incorporat

ing biological knowledge, such as Gene Ontology, into the feature selection process. 

Work in this direction will be the main theme of this thesis. 

The Gene Ontology (GO) is an important knowledge resource for biologists and 

bioinformatics. GO annotations have been incorporated into microarray data analysis 

for various purposes: in the context of cluster validation, missing value estimation 
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and detecting false informative genes. On the other hand, gene expression values are 

used to predict the participation of genes in GO biological processes. In the following, 

some works in these directions are reviewed. 

3.2.4.1 Correlation between Semantic and Expression Similarities 

One important concept in GO is the semantic similarity. Many researches focus on the 

correlation between the semantic and expression similarities because such a correlation 

is the basis for integrating GO to feature selection for microarray data. In [52], the 

authors study the interplay between the semantic and expression similarities for the 

yeast dataset. In this work, GO annotations are restricted to non-lEA annotations 

and the semantic similarity is based on Equation 2.5. A strong correlation between 

these two similarity measures is observed therein. The experimental results show 

that, in general, high semantic similarity values are associated with high expression 

similarity values and that low semantic similarity values are associated with low 

expression similarity values. 

In addition, Wang [53] first clusters genes hierarchically using the expression sim

ilarity. Then, the semantic similarity is used to assess the biological soundness of 

these obtained clusters in the yeast dataset. The clusters exhibiting stronger expres

sion similarity values tend to have higher semantic similarity values. In other words, 

genes in the same clusters are very likely to participate in the same biological process. 

This agrees with previous results [52] suggesting that these two expression measures 

are highly correlated. In contrast, GO-driven hierarchical clustering is also applied, 

where the similarities between genes are measured by the semantic similarity. In 

general, the obtained clusters match the clusters using the expression similarity. A 
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major advantage of the GO-based clustering is that it results in more biologically 

meaningful clusters because it can detect relevant functional relationships that may 

not be represented by the expression similarity [53]. 

In [54], the study of the correlation between the semantic and expression similar

ities is extended to mouse, a multi-cellular organism. Overall, strongly co-expressed 

genes tend to exhibit higher semantic similarity values than weakly co-expressed 

genes. However, this correlation is much weaker than that in the yeast data. For 

example, a large number of strongly co-expressed genes have relatively small seman

tic similarity values. The authors believe that this discrepancy may be due to the 

complexity of the functional annotation on multi-cellular organisms. Since the bi

ological processes in multi-cellar organisms are far more complicated than those in 

single-cellular organisms, functional annotations and our current understanding about 

multi-cellar organisms are not as precise as that about single-cellular organisms. 

3.2.4.2 Predicting GO Biological Process from Gene Expression Patterns 

In [29], the authors predict participation of genes in GO biological process from gene 

expression patterns. The experiment is performed in a dataset that describes the 

transcript levels of 497 genes during the first 24 hours of the serum response in serum

starved human fibroblasts. 284 of these 497 genes have GO annotations. At first, 

rules between gene expression patterns and the involvement of genes in GO biological 

processes are generated from annotated genes. Then, these rules are applied to predict 

participations of those unannotated genes in GO biological processes. The authors 

demonstrate that many biological process roles, hypothesized for unannotated genes 

by these rules, agree with assumptions based on gene sequence homology information. 
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3.2.4.3 Identifying Functional Classes of Genes with GO 

In [35], the authors treats each GO term as a 'gene class.' Then, they use ANOVA 

(Analysis Of Variance between groups) to measure the statistical significance of the 

expression pattern of each gene with regard to distinguishing samples from different 

classes. The significance score of a GO term is calculated as the average of the 

ANOVA value of genes annotated with this term. 

The experiments show that the high scores tend to be given to terms, which are 

highly relevant to the biological knowledge that class labels represent. For example, 

in a tumor dataset where tumors fell into two groups depending on whether they were 

derived from T-cells or B-cells, the GO term with the highest score is "T-cell recep

tor." This result suggests that the informative nature of genes with regard to sample 

classification is positively associated with their GO annotations. Consequently, this 

correlation indicates the feasibility to incorporate GO annotations into determining 

the discriminative power of genes. 

3.2.4.4 Improving Missing Value Estimation with GO 

Microarray data often contains missing values. The missing values in the expression 

levels of a gene are often estimated (or imputed) by the expression values of genes close 

to it. Imputation algorithms normally use Euclidean distance d(gi, gi) to measure the 

distance between genes 9i and 9i· In [49], the authors apply the GO annotations in 

the imputation algorithms to guide the gene selection processes, so that the set of 

genes selected for predicting the missing value of a gene are close, not only in their 

expression values, but also in their functionalities. 
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The semantic dissimilarity of two terms c1 and c2 is measured by the information 

content p(c) of their smallest common parent c, which is defined as Equation 2.2. 

The semantic dissimilarity of two genes gi and gj, i.e. s(gi, gj), is defined as the 

average inter-set dissimilarity between terms assigned to them. The authors combine 

the semantic dissimilarity s(gi, gj) and the expression-level-based distance d(gi, gj) to 

generate the conjunctive distance c(gi, gj), which is defined as: 

The positive weight parameter a determines the contribution of the semantic dissim

ilarity in the combined distance. In this model, only when the value of s(gi, gj) is 

small, which indicates that 9i and gi are semantically close to each other, their com

bined distance c(gi, gi) is remarkably reduced from the expression-level-based distance 

d(gi, gj), accordingly. This design ensures that only the most specific GO terms (small 

semantic dissimilarity values) have a significant effect on the conjunctive distance [49], 

because general GO terms are not informative enough to reflect the biological roles 

of genes. 

The combined distance is applied in the k-nearest neighbor (kNN) and local least 

squares (LLS) imputation algorithms. The experimental results demonstrate that 

this incorporation improves the accuracy of the estimation of missing values. 

3.2.4.5 Detecting False Informative Genes by Incorporating GO 

Due to the limited number of samples in microarray, the authors experimentally 

demonstrate that even randomly generated expression levels may result in high dis

criminative scores in [59]. To alleviate this situation, the authors apply GO annota-
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tions to remove noisy data. The following definitions are given for this algorithm. 

• Informative Genes are those genes having discriminative scores greater than 

(), i.e. F (g) > (), assuming F is a single-gene-based discriminative score. 

• Discriminative Power of a GO term is defined as the percentage of infor-

mative genes among all genes that are annotated with this GO term, i.e., 

Dp( ) 
= l{glg Ego 1\ F(g) > B}l 

go lgol . 

Here g E go denotes that a gene g is annotated by the GO term go and lgol 

denotes the number of genes that are annotated by the GO term go. 

• Informative G 0 Term is defined as a GO term go whose discriminative 

power is larger than 'Y and the number of informative genes annotated with go 

is larger than f3, i.e., 

DP(go) > 'Y and l{glg Ego 1\ F(g) > B}l > /3. 

The authors propose that genes relevant to class labels should not only have high 

discriminative values, but also be annotated by informative GO terms. Hence, if an 

informative gene is not annotated by any informative GO term, this indicates that 

the high discriminative value of this gene may be generated by noise. 
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Chapter 4 

Integrating GO Annotation into 

Similarity Measures 

In this chapter, we introduce a GO-based model for similarity measure. In the fol

lowing sections, we first statiRtically assess the correlation between the semantic and 

expression similarities where the expression similarity is widely used for detecting 

feature redundancy in microarray data. This correlation enables us to apply the 

semantic similarity to detect redundancy. Then, we describe a method to combine 

the semantic and expression similarities to form a conjunctive similarity. Finally, we 

evaluate the effectiveness of this measure by applying it to two well-known feature 

selection methods. 
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4.1 Correlation between Semantic and Expression 

Similarities 

In [52], the authors show that, for the yeast data, the semantic similarity is positively 

related to the expression similarity. Is this also the case in a general expression data? 

While it may be hard to obtain a definite answer to this question, we use a statistical 

framework to give a plausible argument on another widely used data set, the leukemia 

data set [16]. In addition, rather than examining the question separately, we put it 

in a context of relevance to class labeling. This may give us some insights into the 

biological nature of the interplay between the semantic similarity and relevance. In 

this section, we first introduce a measure for the goodness of a feature subset. Then, 

we use this measure to assess the correlation between the expression and semantic 

similarities statistically. 

4.1.1 Goodness Measure of Feature Subset 

Given a feature subset Sand a class labeling C, the relevance of S with respect to C 

can be defined as 

where D9; is the discriminative power of gene 9i with regard to C. In this thesis, we use 

the information gain defined in Equation 3.3. The numeric values of gene expression 

levels are quantized by the entropy-based discretization method [12] before they are 

used to calculate the information gain. The redundancy among the features in S is 
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defined as 

In an optimal feature subset, features should be "minimally similar" to each other 

and "maximally relevant" to the class labeling. Hence, the goodness of S is defined 

as the quotient between the relevance and redundancy: 

(4.1) 

4.1.2 Statistical Assessment of Correlation between Expres-

sion and Semantic Similarities. 

In this subsection, we assess the correlation between the expression and semantic 

similarities statistically. The experiment is performed on the Leukemia data set 

(Section 1.4). 

Because we intend to find out how the semantic similarity plays a role in identifying 

redundancy, we expect to see a reasonable intensity of redundancy of the genes in 

the data that we will be working on. In order to do that, we select the top t genes 

according to their information gain. Because of their high relevance to the class 

labels, we expect many of them are redundant. We then use the hierarchical clustering 

algorithm1 to partition these genes into k clusters using the semantic similarity. Then 

we select a representative from each cluster. A representative is the gene with the 

minimum sum of squares of distances to all other genes in the cluster. The goodness 

of the selected feature subset is assessed by the quotient between the relevance and 

redundancy defined in Equation 4.1. In order to evaluate this feature subset, we 

1Similar to the one used in HykGene [56], where the traditional expression similarity is used. 
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compare it with feature subsets selected randomly. Assuming that the goodness 

values for randomly selected genes follow the normal distribution, we formulate a null 

hypothesis and an alternative hypothesis as 

(4.2) 

and 

(4.3) 

where /Lg represents the mean of the population for the goodness value of the gene sets 

selected randomly, and G09 represents the goodness value of the gene set selected 

by the method mentioned above. The null hypothesis claims that the mean of the 

goodness value of a randomly selected set of genes is at least as good as that of the 

genes selected by GO-based clustering. This would suggest that the semantic simi

larity has no correlation with the expression similarity. If the test strongly suggests 

otherwise, then the two types of similarity measures have a non-negligible correlation. 

Consequently, the ability of the semantic similarity in detecting redundancy would 

be established. 

The choice of the number of the top genes t is somewhat arbitrary. In our case, 

we choose 100, since this value is well above the number of the most informative 

genes reported in the current literature, yet small enough to speed up the process. 

Among these 100 genes, 35 of them do not have any GO annotation. To cope with 

this problem, we first cluster the remaining 65 genes into 8 groups by the semantic 

similarity-based clustering algorithm. (The reason to have 8 clusters is that this is 

roughly the number of genes that are most informative for the leukemia data set.) 

Then, we add each gene without a GO annotation to a cluster with which it has the 
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smallest average expression similarity. 

We assume that the goodness values for randomly selected genes follow a normal 

distribution. To verify this, we randomly select 8 genes from the top 100, and then 

calculate their goodness value. This experiment is repeated 50 times and consequently 

results in 50 goodness values. Figure 4.1 shows the probability plot of the goodness 

values2 . In this figure, the values of the horizontal and vertical axis for each point are 

the sample goodness value and the corresponding percentile in the standard normal 

distribution, respectively. Since using <I>-1 (*) leads to <I>- 1(1) = oo for the sample 

with the largest goodness value, the percentiles are approximated by <I>-1 (~~~--~), 

where n = 50 is the number of samples and i is the rank of each sample, i.e, i = 1 

for the smallest and i = n for the largest goodness value [3]. We observe that these 

plotted points roughly fall into the vicinity of the fitted line. This suggests that the 

probability distribution under test is fairly close to a normal distribution. 

Furthermore, to assess the normality more objectively, we perform the Wilks

Shapiro test (W test) [44], based on measures of the linear correlation in the prob

ability plot. In contrast to the probability plot, the W test is a formal procedure, 

which formulates the null and alternative hypotheses as: the samples are drawn from 

a normal distribution and the samples are not drawn from a normal distribution. 

Let n denote the number of the observations and y' = (y1, Y2, ... , Yn) denote a 

vector of the ordered random observations, where Yi is the ith smallest value. We 

use y to denote the sample mean. In addition, let M' = (m1 , m2 , .•. , mn) denote 

the expected values of the standard normal order statistics for a sample of size n, 

and V = ( Vij) be the corresponding covariance matrix of M. In other words, we let 

2The probability plot is generated with Minitab. 
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x 1 :::; x2 :::; ... :::; Xn be the n ordered observations from a standard normal distribution. 

The W test statistic is defined as: 

where 

I I -1 [ I -1 -1 ] -1/2 A =(al,a2, ... ,an)=MV MV V M . 

W may be thought of as the squared correlation coefficient between the ordered 

sample values and A'. The value of W indicates the departure from normality, so the 

smaller the W value, the larger the departure. 

Generally, if the p-value of the W test is more than 0.05, the null hypothesis is 

accepted, indicating that the underlying distribution is a normal distribution. In this 
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experiment, we obtain W = 0.985 and the p-value is 0.78. This result strongly demon

strates that the probability distribution under test is normal3 . Thus, the hypothesis 

test with regard to Equations 4.2 and 4.3 is a lower tail one sided t-test. 

In order to detect the significant difference between f.l,g and GOg, we build a region 

of indifference. If the difference between f.l,g and GOg is not more than a threshold 

value Td, we would consider that they are similar. Hence, the null and alternative 

hypotheses become 

and 

H1 : f.l,g <GOg- Td. 

The mean and standard deviation of these 50 samples are 1.0827 4 and 0.15225, re

spectively. The value of Td is determined as the 5% of the sample mean which is 

0.054. Since the goodness value of the GO-based feature subset is 1.188, the P-value 

with 49 degrees of freedom is 0.011. This result strongly suggests that H0 is false. 

Thus, there is a non-trivial correlation between the semantic and expression similari

ties. Consequently, we demonstrate the ability of the semantic similarity in detecting 

redundancy. 

3Wilks-Shapiro test is calculated with Dataplot. 
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4.2 A Strategy for Feature Selection using GO 

4.2.1 A New Similarity Measure 

In the previous section, we showed that GO provides an effective mechanism for 

detecting redundancy from relevant genes. Does this mean that GO is superior to 

other similarity measures in all cases? Our preliminary experiments, however, indicate 

that GO is not necessarily better by itself. Our further experiments show that the 

best result is attained when GO is used conjunctively with some existing similarity 

measures, such as Pearson co-expression coefficient, Euclidean distance, etc. We 

now describe a way to incorporate the semantic and expression similarities. We 

first normalize their values in the following way. Suppose that we select the top 

m ranked genes. Let Semantic(gi, gi) and Expression(gi, 9i) denote the semantic 

and expression similarities between genes 9i and 9i, respectively. We calculate the 

semantic (expression, resp.) similarity for each pair among the top m genes, resulting 

in mx(~-1 ) semantic (expression, resp.) similarity values. Then, we take the average of 

these mx(~- 1) values, and denote it by mean(semantic) (mean(expression), resp.). Also, 

we calculate the variance, and denote it by variance( semantic) (variance( expression), 

resp.). Then, we define the following normalized similarities: 

S 
. ( ) _ Semantic(gi, 9j) - mean(semantic) emant'lC(norm) 9i,9j - ----~.-::...;_ ___ ....:_ __ -"-

Varzance(semantic) 

and 

E 
. ( . ·) _ Expression(gi, 9i) - mean(expression) 

xpresswn(norm) gl, gJ - · · 
vanance(expression) 
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The purpose of the above normalization is to convert these two similarities to the 

same scale. The conjunctive similarity between 9i and gi is defined as: 

ConjSim(gi, gj) =a X Semantic(norm)(gi, gj) 
(4.4) 

+ (1- a) X Expression(norm)(gi,gj)· 

In the above equation, the parameter a, called GO weight, is in the range of [0,1]. 

We discuss how it is determined in Section 4.2.2. 

We can also normalize the semantic (expression, resp.) distance. The process 

is identical to that for the semantic (expression, resp.) similarity, except that the 

mean and variance are calculated over mx(;n-l) semantic (expression, resp.) distance 

values. (For the definition of semantic distance, refer to Equation 2.6. An expression 

distance between genes 9i and 9i is understood as one minus the expression similarity 

between them.) We can define a conjunctive distance between 9i and 9i as follows: 

ConjDis(gi, gj) =a X SemanticDis(norm)(gi, gj) 
(4.5) 

+ (1- a) X ExpressionDis(norm)(gi,gj), 

where SemanticDis(norm)(gi, gj) and ExpressionDis(norm)(gi, gj) denote the normal

ized semantic distance and expression distance, respectively. 

4.2.2 About the Value of a 

A conjunctive similarity represents a convex combination of the normalized semantic 

and expression similarities. A crucial task in the proposed similarity measure is 

to determine an appropriate value for a. Let D be a microarray data set. Then, 

theoretically, selecting the best value for a is equivalent to solving the following 
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optimization problem: 

Optimize O(ConjSim( *, *Ia, D) 

subject to 0 ::::; a ::::; 1 

where O(ConjSim(*, *Ia, D) represents a metric to evaluate the biological soundness 

of similarity measures. In the general case, the objective function depends on a 

similarity measure and a data set, i.e., O(M, D). 

In practice, the objective function O(M, D) is normally approximated by running 

a sequence of algorithms that take the similarity measure as the input, and generate 

an output value as the metric value. That is, we first run a feature selection method 

on a given data set and output a feature subset based on the similarity measure. 

Then, we use a learning algorithm to generate a hypothesis, i.e., a classifier, based 

on the selected feature set. Last, we test the hypothesis using the leave-one-out cross 

validation. The test result, i.e. the classification accuracy, is then used as the value 

for the metric. Since it is well known that each classifier can be biased in a different 

way, for a data set these optimal values of a may vary considerably. 

As defined in the above objective function that takes the microarray data set as 

a parameter, we speculate that the intrinsic characteristics of microarray data sets, 

i.e. the quality of expression values, may affect the value of a. In other words, 

the optimal values of a in different data sets may differ. The quality of expression 

values in a data set is decided by the number of outliers, missing values, background 

noise, non-specific hybridizations, etc, associated with the microarray manufacturing 

process. If the expression values in a data set show a high quality, implying that 

expression values well match with the biological natures of the corresponding genes, 

then the expression similarity can accurately measure the similarity between genes 
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by itself. Thus, the conjunctive similarity should be very close with the expression 

similarity, implying the best value of a in this data set is approximately 0. 

On the other hand, if the quality is not good, then the semantic similarity is 

required to contribute more to the conjunctive similarity. Thus, we have a > 0. The 

more precise value depends on how much it should contribute. With the current status 

of GO annotations, some genes are only annotated with very general terms, which 

are not adequate and specific enough to identify their precise biological roles. This 

may be due to the complexity of the functional annotations as we discussed in Section 

3.2.4.1. Our perception is that semantic similarity values calculated based only on 

these general GO terms are not informative in terms of revealing the true biological 

roles of the genes annotated. Accordingly, the semantic similarity values with such 

a characteristic are unlikely to improve the objective function value. The point here 

is: the more specific for the GO term, the more likely the semantic similarity values 

based on them will improve the objective function value. (This is indeed a general 

statement. For specific data sets, and specific objective functions, it may be that 

semantic similarity values that are based on the GO terms up to certain levels can 

improve the objective function.) On the other hand, conjunctive similarities based on 

the a values of different magnitudes will be compatible with the semantic similarities 

on GO terms up to different generality. The larger the a, the more general the GO 

terms are up to. When a is close to 1, the conjunctive similarity will be compatible 

with the semantic similarity values on GO terms up to the root level, and when a 

is near 0, it is compatible only with the GO terms close to the leafs. As mentioned 

above, the semantic similarity values based on very general GO terms are unlikely 

to improve the objective function. Thus, the best a value is unlikely to be close 1. 
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Without any additional knowledge, we speculate that a falls into (0, 0.5]. In addition, 

as a increases, the objective function should decrease. 

4.3 Experiment 

The purpose of our experiments is to examine how the optimal values for the parame

ter a in the conjunctive similarity definition vary across some benchmark data sets, 

and the learning algorithms. 

4.3.1 Data Sets 

We use the leukemia [16], colon [2], prostate [4 7] and breast cancer [50] data sets. 

Table 4.1lists a brief description of each of them. Other details have been introduced 

in Section 1.4. We replace the missing value of a gene by the mean value of that gene. 

Gene expression levels for each gene are normalized by subtracting their means and 

dividing by the standard deviations. 

4.3.2 Feature Selection Methods 

We use HykGene [56] and Minimum Redundancy Maximum Relevance (MRMR) [11] 

as our feature selection methods. As discussed before, HykGene uses the hierarchical 

clustering algorithm to put similar (i.e. redundant) features into the same cluster 

first, and then creates a feature subset by selecting one feature from each cluster. 

The distance used is the conjunctive distance defined in Equation 4.5. 
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Title #Genes #Samples #Samples per Class 

Leukemia 7129 72 ALL AML 

47 25 

Colon Cancer 2000 62 Tumor Normal 

40 22 

Prostate Cancer 12600 102 Tumor Normal 

52 50 

Breast Cancer 24481 97 Relapse Non-Relapse 

46 51 

Table 4.1: Summary of microarray data sets used to examine the optimal value of a 

For MRMR, it evaluates the quality of the feature set S by the following formula: 

(4.6) 

where D9; is the t-test value that measures the discriminative power of gene 9i with 

respect to the class labeling, and ConjSem is defined in Equation 4.4. The feature 

set with the best quality is the one that maximizes q(S). We use the linear incremen-

tal search algorithm to solve this optimization problem. This process assumes that 

if m features have already been selected, the feature set with m + 1 features will in-

elude these m features and the additional feature will be selected from the remaining 

features via a simple linear search based on Equation 4.6. 
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4.3.3 Classification Algorithms 

We use the widely acceptable classification algorithms, LR, NB, SVM and C4.54 in 

our experiment. As introduced in Section 3.1, NB is a simplified case of a class of 

learning algorithms that are based directly on maximizing the posterior probability of 

an unknown case belonging to each class. In essence, the decision tree learning (C4.5) 

is also based, although indirectly, on maximizing posterior probabilities. Unlike the 

previous two algorithms, the SVM is based on a theory for minimizing the upper 

bound on the prediction errors. LR is a generalized linear model which forms a pre

dictor variable from the linear combination of the feature variables. Since these four 

algorithms show significantly different classification bias, we can verify the generality 

of the ability of the proposed combined measure to detect feature redundancy in this 

experiment. 

4.3.4 A General Description of the Result on Each Data Set 

In this section, we show the accuracy of classifications as a result of varying a in the 

above four microarray data sets. 

When MRMR is applied to feature selection, we first choose the top 100 genes 

according to their t-test values. To eliminate the complexity due to unannotated 

genes, we remove genes without GO annotations from the top 100 genes and use the 

remaining x genes as the input features. As mentioned before, MRMR is simulated 

by a linear incremental process. For each a value between 0 and 1 with a step value 

of 0.1, starting from i = 1, we select the optimal feature set of size i, until i = x. This 

4The implementation package used is Weka [57]. 
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optimal feature set maximizes the value for Equation 4.6 among all feature sets of size 

i that is a superset of the optimal feature set of size i - 1. Among the x feature sets 

for each a value, we then select the one with the highest accuracy for each classifier 

used, where the accuracy is obtained using leave-one-out cross validation. 

When using HykGene for feature selection, the top 100 genes according to their 

information gain are selected. Then, we also remove genes without GO annotations 

from the top 100 genes and use the remaining y genes as the input features. For each 

a value between 0 and 1 with a step value of 0.1, starting from j = 1 until j = y, 

we apply the hierarchical clustering algorithm to partition these genes into j clusters, 

where the distance between genes is measured by the conjunctive distance. Then, we 

select a representative from each cluster, which is the gene with the minimum sum 

of squares of distances to all other genes in the cluster. These representative genes 

form the optimal feature set of size i. Among the y feature sets for each a value, we 

also select the one with the highest accuracy for each classifier used. 

The experiment results are shown in Figures 4.2-4.5, where the horizontal and 

vertical axis indicate the values of a and the classification accuracies, respectively. 

For a = 0, this indicates that only the expression similarity is used by feature se

lection methods. The label of each data point in these figures represents the size of 

the selected feature subset that makes the classification algorithm achieve the corre

sponding accuracy. 
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4.3.5 Comparing a for Different Data Sets 

We first analyze the result on the leukemia data set. The leukemia data set has 

been documented as having a good separation behavior based on expression values 

(100% predicting accuracy reported in [56, 11]). This implies that the quality of the 

expression value is good and the expression similarity is able to accurately measure 

the redundancy among genes. Hence, as discussed in the previous section, the best 

a value should be close to 0, which makes the conjunctive similarity very close to 

the expression similarity. In Figure 4.2, for all the classifiers used, a = 0 is one of 

the best values. Also, the curves of classification accuracy are decreasing functions 

of a in most cases. We also note that in many cases, such as (d), (e), (f), (g), and 

(h) in the figure, varying the values of a does not change the classification accuracy. 

This means that increasing the weight of the semantic similarity in the conjunctive 

similarity does not decrease the classification accuracy. However, in most of the cases, 

when the maximum accuracy is achieved at multiple a values, the size of the feature 

set tends to increase as a does (e.g. Figure 4.2(e)). This implies that the semantic 

similarity has a minor negative influence on the classification accuracy. This influence 

is counter-balanced by additional informative genes and, therefore, results in larger 

feature sets. 

We now consider the results for the colon cancer data set. This data set is relative 

noisy. One notorious example is the type of genes responsible for cell composition. 

That is, the cancerous tissue generally contains many epithelial (skin) cells, while the 

normal tissue contains different kinds, including smooth muscle cells. This difference 

of tissue composition may appear to be good classification indicators for the cancerous 
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and normal samples, but in fact are not informative biologically [2]. As we expected, 

the best a: value fell in (0, 0.5]. In Figure 4.3, in all cases, (0, 0.5] always contains 

a maximum accuracy. In only three of the cases, (a), (e), and (f), the maximum 

is also reached when a: = 0. In (b), (c), (d), (e), and (g), we also observe that the 

classification accuracy decreases after a: reaches the optimal value. As we explained in 

Section 4.2.2, this is because when a: approaches 1, the semantic similarity becomes 

dominate. Consequently, the semantic similarity values based on very general GO 

terms could play a considerable role in the conjunctive similarity. Since they are 

not informative, the value of the objective function, i.e. the classification accuracy, 

decreases. 

The breast cancer data set also presents some complications. Samples are labeled 

based on whether or not they relapse after five years. In other words, the preparation 

of the expression levels of the genes and the labeling may be several years apart 

[50]. Therefore, unexpected conditions arising during the time duration that may 

contribute to the relapse cannot be taken into account at the time when the expression 

values of the genes are collected. Similar to the colon cancer data set, we also expect 

the best a: value to be in (0, 0.5] in this data set. In Figure 4.4, in the 7 cases of 

(a), (b), (c), (e), (f), (g), and (h), (0, 0.5] contains a maximum accuracy. In (f), the 

maximum is also reached when a: = 0. (d) is an unexpected case, where the highest 

accuracy is reached when a: = 0.6. In most cases, we also note that the classification 

accuracy usually decreases after a: reaches the optimal value. This also implies that 

increasing the effect of non-informative semantic similarity values negatively affects 

the objective function. 

The experiment on the prostate cancer data set shows results similar to the pre-
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vious two data sets. In Figure 4.5, in the 7 cases of (a), (b), (c), (d), (e), (f), and (h), 

(0, 0.5] contains a maximum accuracy. In (d) and (h), the maximum is also reached 

when a = 0. In (g), the highest accuracy is reached only when a = 0. In most of 

cases, after a reaches the optimal value, the classification accuracy usually decreases 

as a increases. 

In most cases, as we expected, the best value for the parameter a is located in 

interval [0, 0.5]. The decreasing property after the peak of the classification accuracy 

as a function of a is also observed in most of the cases. However, we also note that, 

in each data set, there are cases when the classification accuracy first decreases after 

the peak, and then jumps up at some points. For example, in the colon cancer data 

set for the HykGene-based feature selection classified by LR (Figure 4.3(a)), after 

reaching the peak at a = 0.5, the classification accuracy decreases at a = 0.6, but 

returns to the maximum again at a = 0.7. However, for the other classifiers (NB, 

C4.5 and SVM), the classification accuracy shows a clear decreasing tendency after 

a reaches the optimum. Hence, we attribute this kind of behaviors to the specific 

combinations of the classifiers and the feature sets. 

In Figure 4.4, we also observe that, in the breast cancer data set, the classifica

tion accuracy shows an unexpected increase around a = 0.6 and then returns to an 

approximately decreasing tendency, such as in plots (a), (c), (d), (g), and (h). A pos

sible reason for this phenomenon is the nature the data set. That is, the expression 

values may not reflect some factors that contribute to the labeling. As a result, the 

classification accuracy, which is based on these expression values, may demonstrate 

some complex behaviors. 

Based on these results, we believe that in the general case, the best value for 
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parameter a is most likely located in [0, 0.5], although the exact value for any specific 

data set must be determined based on the specific case. 

In summary, when a proper value of a is chosen, the conjunctive similarity can 

improve the expression similarity in classification accuracy. We also observe that in 

the general case such an improvement is not significant. This is partly due to the 

complexity of functional annotations, particularly in the multi-cellular organisms as 

discussed in Section 3.2.4.1, in which there exist non-informative semantic similar

ity values, such as those based on very general GO terms. However, although the 

proposed conjunctive similarity does not generate an overall significant improvement, 

the consistency of this improvement is very clear in all data sets. This proves the 

feasibility of integrating the expression similarity with the semantic similarity, and 

may disclose a direction for future work, using nonlinear model to combine these two 

types of similarities. 
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Figure 4.2: Experiment Results on the Leukemia Data Set. The horizontal and 

vertical axis indicate the values of a and the classification accuracies, respectively. 
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Figure 4.3: Experiment Results on the Colon Cancer Data Set. The horizontal and 

vertical axis indicate the values of a and the classification accuracies, respectively. 
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Figure 4.4: Experiment Results on the Breast Cancer Data Set. The horizontal and 

vertical axis indicate the values of a and the classification accuracies, respectively. 

63 



•.• !:--, -----7,.:-, ~ .. ,----,.~, -----7,.-:-, -----;;;,-----.,~--:.-;-, -----;;;.,,-------.~. _j 

(a) LR(HykGene) (b) NB(HykGene) 

1 
···-·· -------------------·-······-·-····-····-·-·--····---·-··-·-····-··--···-···--· ----

I 7 1 
·----··-··--------····-···-· .. -·-····--··--··--· .. ·-·········-·-··-·--·---

0.91 !:--, -----7,.:-, ~.2,----,.~, -----7,-:-, ~ •.• ,-----.,.~. -----7,:-, ~ •• ,----,.~.----' ... !:--, -----7,.-:-, -----;;;,2,----,.~, -----7,.:-, -----7:, .• ,-------.~ .• -----7,-;-, -----7:, .• ,----,.~ .• _j 

(c) SVM(HykGene) (d) C4.5(HykGene) 

.... !:--, -----7,.-:-, ~.2,-----.~,-----7 •. -:-. -----;;; •.• ,-------.~ .• -----7,-;-, -----;;;,.,-----.~ .• ----' 

(e) LR(MRMR) (f) NB (MRMR) 

•• "-, -----7,:-, ~ •.• ,----,.~., -----7,:-. -----;;;, .• ,-------.~. -----7,:-, -----;;;,-----~~ 

(g) SVM(MRMR) (h) C4.5(MRMR) 

Figure 4.5: Experiment Results on the Prostate Cancer Data Set. The horizontal and 

vertical axis indicate the values of a: and the classification accuracies, respectively. 
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Chapter 5 

Incorporation of GO Annotation to 

Gene Discriminative Power 

In this chapter, we propose a method to determine the discriminative power of genes 

for feature selection. We first describe the algorithm and then present the related 

experimental results. 

5.1 A Method to Integrate GO Annotation into 

Determining Discriminative Powers 

In this section, we propose a GO-based method to select informative genes. The 

purpose of incorporating GO is to correct the invalid information caused by inaccurate 

measurement and the small number of samples in microarray data. In addition, we 

apply GO annotation to detect redundancy. This algorithm uses biological knowledge 

contained within GO annotations to process single-gene based discriminative values. 
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This leads to a gene ranking method different from using only single-gene based 

values. 

5.1.1 Algorithm 

The following is a high level description of our iterative algorithm. 

1. Calculate the discriminative value for each candidate gene. 

2. Retrieve the annotations for these genes in the biological process (BP) ontology. 

3. Calculate the discriminative value of GO terms that are the averages of dis

criminative values of genes annotated by these terms. 

4. Rank these GO terms by their discriminative value. The term with the highest 

value is considered as the most informative GO term in this iteration. 

5. Choose the highest discriminative value gene from the most informative GO 

term. 

6. Output this gene. 

7. Remove this gene from the candidate gene set. 

8. If the candidate gene set is not empty, re-calculate the discriminative value of 

all GO terms using the existing genes and return to Step 4 to select the next 

gene. 

The calculation of the discriminative value can be done by any well developed 

traditional filtering methods. In addition to the discriminative value of individual 
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genes, however, we also incorporate the discriminative value of GO terms, i.e. the 

average of the discriminative value of all the genes annotated by it. Genes annotated 

with same GO terms participate in same biological processes. Hence, if in a data 

set, most of the genes annotated with a GO term are relevant to a set of class labels, 

then we consider that the corresponding biological process represented by this term 

is also relevant to these class labels. This allow us to apply discriminative value of 

GO terms to verify the discriminative value of genes. 

While the expression levels of a gene may be correlated with the labeling of sample 

classes incidentally, it is far less likely that the majority of the genes annotated by 

the same GO term are correlated with the sampling incidentally. In other words, 

in a group of genes annotated by the same term, if a majority of them have high 

discriminative values, then it is likely that they are indeed informative genes. This 

in turn implies that the likelihood that a random gene with a high discriminative 

value is truly a informative gene in that group will be high, compared to a gene with 

the same characteristic in the entire data set. This will reduce "false positives", i.e. 

"false informative." 

On the other hand, assume that the expression level of a highly informative gene, 

g, reports a lower discriminative value compared to some outliers, and this gene is 

annotated with a GO term that is relevant to the class labels. Since most other 

genes annotated by this term participate in the same biological process as this gene, 

they are likely to be relevant to the class labels and report high discriminative values. 

Consequently, this GO term will have a good chance to be selected. This indicates that 

a gene participating in the same biological process as g will be selected. However, the 

selected gene would not be chosen by the traditional method because its value might 
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not be higher than these outliers. Thus, the likelihood of missing an informative gene 

due to outliers is smaller than using a conventional method. Hence, the GO-based 

method is more robust against noise than traditional methods. 

We further explain the above statement using a schematic example. According 

to their biological relevance to class labels, genes can be broadly categorized into 

two groups: informative and non-informative. Let T be a GO term, and G(T) be 

the group of genes that are annotated by T. For any group of genes G(T), let 

N(G(T)) be the percentage of G(T) that are non-informative. Assume that there 

are three terms, 7i-1 , Ti and Ti+1 in the annotation. Ti is the parent of Ti-l and 

Ti+l· Figure 5.1 describes this structure. These three terms represent a miniature of 

Figure 5.1: A Miniature of the Entire DAG 

the entire DAG in GO, since each of them may represent an agglomeration of several 

terms with similar biological functions. Furthermore, GO terms can be also broadly 

divided into two groups: informative and non-informative. Such a categorization is 

based on the biological relevance to class labels. It is understood that the percentage 

of the informative genes in an informative GO term is much higher than that in 

a non-informative GO term. We assume that 7i+1 is informative and 7i-1 is non

informative. Here, we assume the transitivity of gene annotation. This means that, 
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if a gene is annotated by a term, all of its parent terms also annotate that gene1 . 

Hence, we have G(7i+1) ~ G(Ti) and G(Ti_1) ~ G(Ti). Suppose that 

is the group of genes that are annotated by Ti, where these genes are ranked by their 

discriminative value. We assume that 9k is a "false positive" gene and it is annotated 

by Ti-l· In addition, 91 is the last informative gene in this sequence. Since 7i+1 is 

informative, it holds that most informative genes should be in G(Ti+1). Hence, we 

suppose that 

and 

Since N(G(Ti+I)) < N(G(Ti)) < N(G(Ti-I)), we can then establish that 

(Avera9eScore)c(T;+l) > (Avera9eScore)c(T;) > (Avera9eScore)c(T;_ 1 )· 

Remember that our method is to select the highest ranked gene from the GO term 

with the highest average score. Hence, in the first iteration, 7i+1 is chosen and 91 is 

the output. After the (k- l)st iteration, we expect that 

and 

G(Ti-1) = {9k, ... , 9l+I, ... , 9n}. 

1The motivation of the assumption of transitivity is introduced in Section 5.1.2. 
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Since we assume that the majority of the genes in G(7i+1 ) have high discriminative 

values, after removing a number of highly expressed genes, we expect that the average 

score of G('IiH) is still higher than G(Ti_I). Hence, in most cases, N(G(7i+1)) < 

N(G(Ti)) < N(G(Ti_1)). Thus, we still can establish that 

(AverageScore)c(TH 1 ) > (AverageScore)c(T;) > (AverageScore)c(T;_ 1 )· 

In the kth iteration, it is likely that Ti+1 is still chosen and 9k+l is the output. Hence, 

we expect that the ranking of genes generated by our method resembles the following: 

It is known that this "false positive" gene, 9k, will be ranked lower than that in the 

traditional single-gene based method. 

One common way of feature selection is to select the top m genes, say 100. So we 

define the false positive rate as the percentage of the false positive genes among these 

m genes. As we demonstrated above, the GO-based method ranks the false positive 

genes lower than the traditional method. Hence, it is likely that the number of the 

false positive genes among these m genes decreases and this leads to reducing the 

false positive rate. 

It is possible that some non-informative genes are annotated by Ti+l· We suppose 

that a non-informative gene 9i is annotated by Ti+1 (1 < j < k). In the lh iteration, 

our method selects this gene, but the traditional algorithm will rank it at the same 

position. Hence, our algorithm is as good as the traditional algorithm in light of these 

non-informative genes. 

In addition to verifying gene expression values, the other purpose of incorporating 

GO annotation is to eliminate redundancy. It is very likely that genes that are 
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annotated by the same term have certain degrees of similarities. Since among all the 

genes annotated by a term, we select only one, we get rid of redundancy in a single 

iteration. Moreover, in the next iteration, the likelihood of choosing the same group 

will be smaller, since the highest ranking gene has been removed from that group. 

This also reduces the chance of selecting a redundant gene. 

5.1.2 Determine the Biological Soundness of GO Terms 

A subtle point in dealing with annotations is how to choose the proper degree of 

the biological soundness of these annotations. This degree could influence the ef

fectiveness of our algorithm. In GO DAG, the lower a term is, the more biological 

information it presents. This means that a term at a very high level should not be 

considered informative even though it has a high discriminative value, because it does 

not contain enough biological information relevant to the sample labeling. However, 

it would be too restrictive to be practically useful if we consider terms only at low 

levels, since many genes are not annotated with low level terms at current stage. One 

straightforward approach to cope with this problem would be to declare a parameter 

to indicate the level at which the terms should be considered. However, this will in

troduce a complicated question of how to determine this parameter. (If this approach 

is used, we suspect that the values of this parameter will depend heavily on data sets, 

so they will have to be determined by experiment.) 

In this work, we adopt a more efficient approach, the transitivity of gene annota

tion. This means that if a gene is annotated by a term, then we assume all its parent 

terms also annotate that gene. By this assumption, a general term may be taken as an 
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informative term only when all of its children terms have high discriminative values. 

Thus, it is harder for higher level terms to be informative than it is for lower level 

terms. The advantage of this approach is that it does not compromise our projected 

effectiveness of the algorithm, while at the same time keep the extra overhead low. 

In the next subsection, we give the probabilistic argument to demonstrate that 

our method outperforms the traditional one. 

5.1.3 Probability Derivation 

In the follows, we present a semi-formal probabilistic argument to justify the use of 

our algorithm. We concentrate on the analysis of "false positives". We assume that 

for a given labeling, the genes are categorized into two classes: informative and non

informative. Conceptually, a gene is informative if and only if it is highly correlated 

with the labeling in a biological sense. Exactly how to determine whether or not a 

gene is informative is not important for our derivation. We use two values, 'infor' and 

'non-infor', to indicate informative and non-informative genes, respectively. Also, 

we use the terms 'high' and 'low' to denote high and low measured discriminative 

scores, respectively, without caring about their exact numerical values. Thus, we 

approximate our algorithm by randomly selecting a gene with a high discriminative 

score in the selected group. We consider any particular iteration i. Let G be the entire 

group of genes, and T be the group with the highest average measured expression 

value in iteration i. We use Px(r) to denote the probability that a random gene 

selected from group X has a property of r. We make the following assumptions: 

1. Pr(non- infor) < Pc(non- infor) 
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2. Pr(highlnon- infor) = Pc(highlnon- infor) = P(highlnon- infor) 

3. Pr(highlinfor) = Pc(highlinfor) = P(highlinfor) 

4. Pc(highlnon- infor) < Pc(highlinfor) 

The first condition claims that it is less likely for a random gene to be non-informative 

in group T than it is in the entire group. The second condition implies that the 

likelihood that a gene has a high discriminative score given that it is non-informative 

is the property of the gene, not a property of any group to which the gene belongs, 

and therefore, it is independent of the group to which it belongs. The idea for the 

third condition is similar. The fourth condition should be intuitively clear. If a gene 

is informative, then it is more likely for it to have a high discriminative score than if 

it is non-informative. 

Consider the value of Px(non- inforlhigh). This is the conditional probability 

that a randomly selected gene is non-informative given that it has a high discrim-

inative score in group X. Therefore, we use Pr(non- inforlhigh) and Pc(non-

inforlhigh) as an approximation of the false positive rate of our algorithm and that 

of the traditional filtering algorithm, respectively. We shall now compare these two 

values. 

First, by the Bayesian Theorem, we have 

Pr(non- inforlhigh) = 

P(highlnon- infor) · Pr(non- infor) 
P(highlnon- infor) · Pr(non- infor) + P(highlinfor) · Pr(infor) 
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and 

Pc(non- inforlhigh) = 

P(highlnon- infor) · Pc(non- infor) 
P(highinon- infor) · Pc(non- infor) + P(highlinfor) · Pc(infor) · 

Second, the following is true: 

P(highinon- infor) · Pr(non- infor) + P(highlinfor) · Pr(infor) 

P(highinon- infor) + (P(highlinfor)- P(highlnon- infor)) · Pr(infor) > 

P(highlnon- infor) + (P(highlinfor)- P(highlnon- infor)) · Pc(infor) 

P(highlnon- infor) · Pc(non- infor) + P(highlinfor) · Pc(infor). 

Also, we have the following: 

P(highlnon- infor) · Pr(non- infor) < P(highlnon- infor) · Pc(non- infor). 

The above two inequalities imply 

Pr(non- inforlhigh) < Pc(non- inforlhigh). 

This means that our algorithm has a smaller chance to select false positives than 

the traditional filtering method under assumptions 1 to 4. In the next section, we 

will use experimental results to further verify this point. 

5.2 Experiments 

5.2.1 Data Sets and Experiment Setup 

In the experiment, we use the leukemia [16], colon [2], lung [17] and breast cancer 

[50] data sets. Table 5.1 shows the simple description of these data sets. The detail 
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Title #Genes #Samples #Samples per class 

Leukemia 7129 72 ALL AML 

47 25 

Colon Cancer 2000 62 tumor normal 

40 22 

Lung Cancer 12533 181 MPM ADCA 

31 150 

Breast Cancer 24481 97 relapse non-relapse 

46 51 

Table 5.1: Summary of microarray data sets used to examine the effectiveness of 

GO-based discriminative power 

of these microarray data sets, such as the data source and the meaning of the class 

labels, has been introduced in Chapter 1. We replace the missing value of a gene by 

the mean value of that gene. Gene expression levels for each gene are normalized by 

subtracting their means and dividing by their standard deviations. 

In these experiments, we use information gain to calculate individual discrimina

tive values of genes which can be decided by Equation 3.3. In the data preprocessing, 

we removed all genes whose discriminative values are equal to zero since they do not 

contain any information relevant to class label. Furthermore, for simplicity, we ignore 

genes without gene annotations. We notice that some unannotated genes are relevant 

to class labels, so we may lose some chances of functional gene discovery. However, 

the primary goal of these experiments is to determine whether or not the GO-based 
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method is more effective than the single-gene based method. 

5.2.2 Experimental Result 

In this subsection, we compare the effectiveness of the GO-based method with that 

of the single-gene based method. We use two criteria to evaluate the effectiveness: 

the number of selected genes and the predictive accuracy. It is desirable to select the 

smallest number of genes which can achieve the highest predictive accuracy. LR, NB, 

and SVM were selected as the classification algorithms in these experiment. These 

classifiers have different classification bias, so we can sufficiently test the effectiveness 

of the proposed method. Details about these classifiers are reviewed in Section 3.1. 

In the single-gene based method, genes are ranked by their information gain, while 

in the GO-based method, genes are ranked by the algorithm proposed in the previous 

section. For both of these two methods, starting i = 1, we select the optimal feature 

set of size i which contains the top i genes according to the corresponding ranking, 

until i = 100. Among the 100 feature sets for these two methods, we then select the 

one with the highest accuracy for each classifier used, where the accuracy is obtained 

using leave-one-out cross validation. The results are shown in Tables 5.2, 5.3, 5.4, 

and 5.5. 

In most of these data sets, the GO-based method attains promising results. Com

pared to the single-gene based method, this method attains better accuracies or at

tains the same accuracy with fewer genes. The above results sufficiently demonstrate 

the effectiveness of the proposed GO-based algorithm. 

One exceptional case happens for the breast cancer data set for the NB algorithm 
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Classifier GO Single-Gene 

Accuracy #Genes Accuracy #Genes 

NB 100% 9 98.61% 63 

LR 100% 15 97.22% 5 

SVM 98.61% 19 98.61% 26 

Table 5.2: Comparison of accuracy between the GO-based and single-based methods 

on the leukemia data set 

Classifier GO Single-Gene 

Accuracy #Genes Accuracy #Genes 

NB 65.98% 1 61.86% 58 

LR 78.35% 5 73.20% 8 

SVM 79.38% 30 76.28% 12 

Table 5.3: Comparison of accuracy between the GO-based and single-based methods 

on the breast cancer data set 

Classifier GO Single-Gene 

Accuracy #Genes Accuracy #Genes 

NB 100% 81 100% 28 

LR 100% 7 100% 45 

SVM 100% 27 99.44% 11 

Table 5.4: Comparison of accuracy between the GO-based and single-based methods 

on the lung cancer data set 
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Classifier GO Single-Gene 

Accuracy #Genes Accuracy #Genes 

NB 83.87% 14 82.26% 14 

LR 88.71% 9 88.71% 9 

SVM 88.71% 18 90.32% 15 

Table 5.5: Comparison of accuracy between the GO-based and single-based methods 

on the colon cancer data set 

(Table 5.3). The GO-based method attains a 65.98% predicting accuracy with one 

gene, while the best accuracy of the single-gene based method is 61.86% with as 

many as 58 genes. We further investigate this result due to this large gap between 

the performance of the two methods. 

The gene in the singleton set selected by the GO-based method is ALDH6Al. 

This gene has the 7th highest information gain. We also observe that adding any 

genes to this singleton set will dramatically reduce the classification accuracy. For 

example, in our experiment, when we add one more gene to the set, the accuracy is 

49.5%. When we add two or three more genes to the set, the accuracies are 53.6% 

and 52.6%, respectively. On the other hand, the single-gene based method selects 

genes sequentially. It can not select this 7th gene without including the first six 

genes. Thus, when it continues to select more gene sequentially, it terminates with 

58 genes when it can reach the maximum accuracy of 61.86%. The above results 

imply that gene ALD H6A1 is the best gene and combing this gene with any other 

gene will reduce the classification accuracy. This phenomenon should be attributed 
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to the special combination of the classifier and this gene. We speculate that Gene 

ALDH6Al is a really biologically meaningful gene and plays a predominant role in 

the classification. However, NB is based on the arguable realistic assumption that all 

attributes are independent. This means that for any feature set that contains this 

gene, NB multiplies the individual probability of all genes in the feature set together 

to determine the posterior probability. Thus, no genes can be ignored; even they 

are noisy or redundant. As a consequence of the predominant predictive power of 

gene ALDH6Al, the addition of other genes negatively affects the classification and 

decreases the prediction accuracy (Table 5.3). 

From the perspective of biology, ALD H6Al is annotated with GO terms "Pyrim

idine nucleotide metabolism" and 'Valine metabolism" in the biological process on

tology. This gene is associated with metabolic diseases generally characterized by 

neurologic complications and developmental delay [51]. Since no previous work shows 

that this gene is involved in development and diagnosis of breast cancer, it is worth 

further investigation by biologists. 
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Chapter 6 

Conclusion 

Microarray technology is one of the most powerful and versatile tools for functional 

genomic studies. The most attractive application of this technology is to simulta

neously monitor the expression of thousands of genes. In the analysis of microarray 

data, one major challenge is the small number of samples compared with the huge 

number of genes. To reduce the computational cost and identify genes relevant to 

the biological process of the microarray data measures, feature selection becomes an 

essential step in the study of microarrays. 

In this thesis, we present some approaches to integrate Gene Ontology into the 

feature selection in microarray data. Due to the limitations of microarray technology, 

gene expression values may contain noise or they may not provide a good estimation 

of the underlying distribution. It would be very difficult to resolve this problem solely 

by expression value-based methods. Hence, we propose to use biological knowledge 

contained in GO annotations to verify inaccurate measures. 

In particular, we demonstrate the intrinsic capability of the semantic similarity in 
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detecting redundancy among genes. Moreover, we introduce a new similarity metric 

which is defined as the convex combination of the semantic and expression similarities. 

Using feature selection methods of HykGene and MRMR, we test this conjunctive 

similarity in four widely used datasets. These experiment results show that this new 

measure is more effective than the traditional expression similarity. 

Furthermore, we propose a novel feature selection algorithm which combines indi

vidual discriminative powers with GO annotations of genes. This integration enables 

the proposed method to be more robust against noise than the traditional single-gene 

based method, since the proposed method evaluates the discriminative power of both 

genes and GO terms annotating them. We also test this method in several data sets 

and our method outperforms the conventional method in most classifiers. 

In the study of microarray data, most existing work using GO annotations treats 

them as auxiliary tool to interpret the final results. One typical example is to eval

uate the biological soundness of the result of gene-expression-value-based clustering. 

In reality, as we discussed in Section 3.2.4.2, the gene expression value is one of the 14 

major sources of GO annotations. Thus, GO annotations are affected in part by gene 

expression values. In this thesis, however, we integrate GO annotations into feature 

selection for microarray data. This indicates that GO is, oppositely in some sense, 

allowed to direct the analysis of gene expression values. Although these two styles of 

work may seem opposite in direction, we believe that they reinforce each other. That 

is, on one hand, analyzing gene expression values help biologists to understand the 

biological roles of genes and, consequently, lead to more specific and informative GO 

annotations. On the other hand, GO annotations are extracted from other sources 

besides gene expression values, such as protein sequence analysis and genetic inter-
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action. Therefore, the biological information represented by GO annotations is far 

more comprehensive than that represented by expression values. Hence, GO annota

tions provide a wider scope of useful information for feature selection, which is not 

included by expression values alone. Consequently, such supplemental information 

leads to improved effectiveness of feature selection. 
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