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Abstract—This paper studies a family of genie-MAC (multiple channel can be subdivided into the following inter-related
access channel) outer bounds for<-user Gaussian interference families: The broadcast (BC) type, the MAC type, the
channels. This family is inspired by existing genie-aided aunding “7" interference-channel type, the genie-aided type arel th

mechanisms, but differs from current approaches in its opti . . . ) .
mization problem formulation and application. The fundamental additive-combinatorial type. The first four types have aitot

idea behind these bounds is to create a group of genie receige COMmon, and a good understanding of these techniques for
that form multiple access channels that can decode a subsettwo-user interference channels can be gained from [8]. The
of the original interference channel's messages. The MAC su  fifth and last type is distinct from the other techniques and
capacity of each of the genie receivers provides an outer bad has been studied relatively recenfly [12].

on the sum of rates for this subset The genie-MAC outer In this paper, our first goal is in developing an outer bound
bounds are used to derive new sum-capacity results. In partular, . ! a
this paper derives sum-capacity in closed-form for the clas that incorporates elements of the MAC type and genie-aided
of K-user Gaussian degraded interference channels. The sum-type outer bounds. This is because the MAC type and genie-
capacity achieving scheme is shown to be a successive ineeeince  ajided type bounds have proven to be effective in the two-user
cancellation scheme. This result generalizes a known resuor ;e rference channel literature. In fact, a majority ofstixig
two-user channels toK-user channels. . . . .

Index Terms—Interference Channels, Sum Capacity capacity results in the two-u_ser_mterference channel _a_imma

have resulted from the application of these two families of

outer bounds[]3], [16], [[4], [[5]. Thus, a next logical step
is to better understand their value in tifé-user Gaussian

Interest in the interference channel and its fundameniaterference channel setting.
limits stems from the wide range of applications that will A MAC-type bound provides an outer bound to the original
benefit from such analysis. However, large gaps exist in oimterference channel in terms of an equivalent Gaussian MAC
understanding of interference channels. Since the inttimu channel. As demonstrated in][3], this bound can be used
of interference channelsl[1], the class of two-transmitter- to determine the capacity of two-user strong interference
receiver interference channels have been studied in geégit.d channels. In addition, it provides a good outer bound on
Indeed, a majority of exact capacity results are known ontiie DoF of K -user interference channels [11]. A genie-aided
for such two-user interference channels. The most populsund provides receivers in the interference channel wit o
achievable strategy is the Han-Kobayashi strategy [2]ci@be or more “genies” (side information), thus transforming the
cases of this strategy for Gaussian channels have been sheimnnel into one where the rate region can be characternized i
to be optimal for multiple classes of channéls [8], [4], [Bl], closed form[[8],[[7]. These bounds have proven to be effectiv
and to be within one bit in generdll[7]. Genie-aided boundsr characterizing the sum capacity of very weak interfegen
have played a central role in the successes in this doain [@annels([5], 4], [5].

For interference channels with more than two users, there iSVe develop an outer bound on the capacity regiornkof
a growing body of work on new achievable rate regions usinger Gaussian interference channels (ICs) by charactgrizi
concepts such as alignmeft [9], [10]. However, the liteatuclasses of genie-MAC receivers. Even though, as a concept,
on outer bounds for these channels is still limited. In thRIAC-type and genie-aided outer bounds are well-understood
special case of determining the degrees of freedom (DoF)their application and optimization for the case of Gaussian
K-user interference channels, effective outer bounds hege bICs is far from trivial. A K-user Gaussian IC has many more
developed. In particular, using multiple-access type lbisunparameters than a two-user case (as studied in [8]) makisg th
[11], the DoF has been shown to be outer bounded&®9. A  optimization an even more involved process. In this papsr, o
tighter outer bound has been developed for interference-chaecond goal is to demonstrate that the outer bounds devklope
nels with rational channel gains using combinatorial argnt® can prove new capacity results for an important clas¥ef
[12]. However, in the domain of finite signal to noise ratizsiser channels. We introduce new construction-based proof
(SNR) channels, there is limited existing literature on -nonechniques to evaluate the outer bounds for degraded clsanne
trivial outer bounds for this channel. and characterize the sum capacity of this class of channels i

A majority of the outer bounds for the interference&losed-form. The class of degraded channels does not belong
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to previously known classes including “weak” and “strong”
classes. Our result includes the previously known result on

the sum capacity of two-user Gaussian degraded [Cs [13],

[14]. The earlier proofs do not directly generalize Ko-user X
channels. Thus, our new result generalizes the known two-
user result tak -user Gaussian ICs using the MAC-genie outer
bounds developed in this paper.

The rest of this paper is organized as follows: The next sec-
tion presents the system model. In Secfioh Ill, we charieter
an outer bound on capacity d-user Gaussian interference
channel. In Sectio 1V, we derive the sum capacity of thesclas
of degraded channels. We conclude with Sedfion V.

Il. SYSTEM MODEL

We consider theK-user Gaussian interference channel
defined as follows: a communication system consistindg<of Xk
transmitter-receiver pairs labeléd2, ..., K. This channel is
shown in Figuréll. Each transmitter has independent message Fig. 1. Gaussiark-user interference channel
intended for the corresponding receiver. At time € Z, the
input-output relations that describe the system are:

Yilt] = > by X[t + Zut). 6y

original channel. This genie-MAC technique is a two-step
process. The first step is to find a characterization for the
genie-MAC receivers, and the second step is to optimize this
Here, X;[t] is the signal transmitted by thgth transmitter, characterization to obtain the tightest bound of this class

h;.; is the constant channel gain frojrth transmitter tai-th Consider any permutation function : {1,2,..., K}
receiver,Z;[t] is the additive white Gaussian noise (AWGN) af1,2, ..., K}, and integerst and m such thatl < k < K

i-th receiver, and’[t] is the signal received at thigth receiver. and m > 1. Define tuplesS = (n(1),...,n(k)) and

For simplicity, we consider real valued signal/gain/ncésel g¢ — (m(k+1),...,7(K)). We useXg to denote the vector
suppress the time indexhenceforth. The power constraint a‘{Xs(l) Xs(2) Xs(|s|)]*- Now, consider the multiple-antenna
the j-th transmitter isE[X?] < P, and the AWGN noise at all MAC channel that has\s. as side information at then-

receivers have zero mean and varian¢e antenna receiver and observes the signal
The K-user Gaussian interference channel is characterized . .
by «/P/NH, whereH is the matrix withh, ; as the entry Y =GXs+ 7, 2

corresponding to the-th row and thej-th column. We where Z is iid. N(0,X), for some G € Rm*k. Let

use standard information-theoretic definitions for theacdty - \ac . . .
region and the sum capacity of this channel. Throughout thclj (VPG, %) denote the capacity region of this MAC

MAC (. /P i i
paper, C'°(,/P/NH) denotes thek-dimensional capacity hannel and’s, .( PG72).der.10te the sum capacity of this
. c . MAC channel. Since the side information is independent of
region, C5; (/P/NH) denotes the sum capacity, arf;

) . ' poth X5 and Z, it does not change the capacity region.
denotes the rate corresponding to thth transmitter-receiver s . 'ang bacily reg .
pair Next, we provide the conditions under which the capacity

region of this MAC channel will form an outer bound dty
A. Notation of the original interference channel.
Lemma 1: Consider anyT = [t;ty t;] € R™*F, Let T,

Matrices (and some vectors) are denoted by bold letters. ” . . -
( ) y é and X be matrices that satisfy the following conditions:

A* denotes the transpose of a matAxand A denotes its
upper triangular portionA > 0 denotes a symmetric positive- (T*G)*
definite matrix.| - | denotes the determinant of a square matrix
and the cardinality of a set or vectdr.denotes the identity

= HJSF,
ti¥t; < N, V1i<i<k,

matrix. E[-] denotes the expectation operator. ¥ -0
lll. OUTER BOUND ON CAPACITY REGION OF K-user  WhereHs is | S| x |.5| matrix with entry corresponding to the
INTERFERENCECHANNELS i-th row andj-th column ashs) s(;). Then,
The main idea behind the outer bound is to adapt the Rg € CMC(/PG,3),

framework in [8] to the K-user setting. In effect, genie-

MAC is created to decode a subset of messages in the original, the capacity region of any MAC channel describedDby (2)
interference channel. The capacity region of this genieeMAsatisfying the above conditions is an outer bound on thesrate
channel then forms an outer bound on the rate region of the for the interference channel described by (1).



Proof: We show the following to prove the this lemma. Ifthis optimization problem. In particular, we show that, any
there exists an achievable strategy for the interferenaarodl one of the three parameters can be fixed to identity without
described by[{1) to achieve rat¢®;, Ro,---, Rx), i.e., if affecting the optimal value. The next two lemmas prove these
(R1,Rs, -+ ,Rk) € C'°(y/P/NH), then there exists an results.
achievable strategy for the MAC channel described[By (2) toLemma 3: Consider the following optimization problem
achieve ratesRg, i.e., Rg € CM*¢(v/PG,X). In particular, that results by choosing = I:

we prove that the MAC channel can obtain statistically iden- . 1 .
tical (or better) signal as (thar); for all i € S. ming,r 7 log([I+PGG"|) (4)
Let D = T*G. At the MAC receiver, the signal corre- such that (T*G)’L - Hf,

sponding toYgy (1 < [ < k) is obtained sequentially. . )
Consider any steg. Since the messages from transmitters titi <N, Vi<i<k
5(1),8(2),...,S(l —1) have been decoded, the receiver caphen, the optimal value of this problem j&(Hyg).

generate signals(s(), Xs(2);- .-, Xsq-1). In addition, the Proof: Consider a feasible set of parametéis ¥ =
MAC receiver has signalXs- as side information. Therefore, AA* and T for the optimization problem given byl1(3). Let
the MAC receiver can obtain the signal G =A"!'G andT = A*T. Now, we have the following:
-1 -1 Tk A~ * —1 *
- _ T"G=T'AAG=T"G
Vi = ¢V - d i Xen+ ) h 2 Xsi - ’
! 1 ; 1 S(4) ; S(1),8(i) <+ S (4) TT — T* AA*T — T*OT.
+ Z hsy,i X, Therefore,G andT form a feasible set for the optimization
i€se problem given by[{(#). Furthermore, the objective value riesia
which can be simplified as the same due to the following:
i K B I+ PGG*| = [I+PA'GG*A™Y
Y, = Zhs(l),z-Xi +4Z. = [I+PA"ATIGGY|
= 1+ PS'GG.

The last step follows fromiT*G)* = H{. Sincet;=t; < N,

the MAC receiver can decode the message from transmitlahS COmpletes the proof. _ -
S(1) if the receiverS() in the original interference channel Lemma 4: Consider the optimization problem given By (3).

can decode the message from transmitd). This completes Now, consider the two sub-problems resulting from choosing
the proof of lemma. m eitherT =Tor G =1. Then, each of these sub-problems has

The sum capacity of the MAC channel is given by optimal valuef*(Hs).

Proof: Case-l ' = I): Consider a feasible set of
CYAC (PG, 3) = 110g (I+PE'GG*|). parametersG and T for the optimization problem given by
2 (4). Let € be an arbitrary real number such thak ¢ < 1.
Thus, the minimization problem of interest is Let G = T*G and ¥ = eNI + (1 — ¢)T*T. It is fairly

. . 1 o . straightforward to check that these parameters are feafsibl
fr(Hg,m) = GI%fT ) log (|II+PX7'GG"|) () the sub-problem. Further, the objective value approadhegs t
I of the original problem withe — 0. R
such that (;I‘ G)" =Hy, , Case-Il G = I): Consider a feasible set of parametéis
t;3t; <N, VI<i<k, and T for the optimization problem given bfl(4). Letbe an
3 > 0. arbitrary real number such that< e < 1. Let T = G*T
L . . andX = (eI + G*G)~ L. Again, it is fairly straightforward to
Form = |S|, it is clear that the feasible set is non-empty a : )
G = Hs, 3 = NTandT — I satisfies all the constraints. WeéheCk that these parameters are feasible for the sub-pnpble

denote this optimization problem with, = |S| by f*(Hs). and the objective value approaches that of the originallprob

) . with € — 0. [ |
In the remaining part of th's paper, we assume m |S1. Next, we compare this outer bound expression with other
From the above analysis, we obtain the fo_IIowmg theoref@chniques in literature. It is fairly simple to see thatsthi
that provides an (_)uter bound on the capacity region of trB%und incorporates receiver cooperation as a special base.
K-user Gau§5|an mterferen_ce channel. . particular, by choosing the matrigg to be the same as the
Theorem 2. Consider the interference chanrd#ldescribed channel gains in the original interference channel, theivec
by (@). Then, cooperative bound can be obtained. A multiple-access type
outer bound as studied inl[3],[11] is also a special case of
} - this bound. A conventional MAC-type bound corresponds to
the case whert is a set of the form{i,j} and G equals
The above theorem requires the evaluation of the optimizie received signal at Receivérin the original channel. It
tion problem given by{(3). Next, we derive results that sifiypl is perhaps not as straightforward to see that this is, in fact

C'°(v/P/NH) C {(Rl, ... Rg): ZRZ- < f*(Hg),VS

€S



a genie-aided outer bound. If we were to choose a sub8etOuter Bound
of the rows of the matrixG to match those in the original

. S . The main step is to obtain a matching outer bound on sum
interference channel definition, then the remaining row&of

. ; - . rate. We apply the general technique developed in Secibn I
along with X5 represent a "vector genie” provided to enabl?o obtain the outer bound. As discussed before, it is verg har

all messages to be_z depoded n the_ system. This bound dfbegvaluate these bounds in general, but the degradedwseuct
not capture all genie-aided bounds in the two-user setting. .o pe exploited as shown next

Although it captures many existing bounding techniques
for the interference channel, the optimization problemidi (S — (1,2,..., K). Solving this is equivalent to showing the

does not necessarily lend itself to a straightforward smut existence of feasiblé&x andT that evaluates to the right hand

Furthermore, to evaluate_ the bound on the sum of a set flie (RHS) of [(6). Now, consider the following construction
rates, we need to consider all possible orderings of tuplﬁﬁ G andT. Given anyi such thatl < i < K, let
S resulting from this set. In the next section, we show that ' - =

this bound can be evaluated for the clasgsGliser degraded . 5 5
. . Ci =/ a; —a;_q, (7)
interference channels in closed-form.

Consider the optimization problem given by (4) for the tuple

andc = [c1 2 ... ck|". We use the following iterative
construction to obtain a upper-triangular matflx (lower-
triangularT*):

We study the class of K-user Gaussian degraded interference
channels, where degraded is formally defined as the existenc t, = ai‘lti_l + ﬁei, Vi, (8)
of an ordering of the receivers such that the received signal @i @i
are stochastically degraded in that order. For the Gaussi@heret, = 0 ande; is the unit-vector along-th dimension.
interference channels, degraded implies unit rank chanméle entry corresponding to thieth row andj-th column of
matrices. Therefore, all degraded channels can be exprasseG is chosen as
H = ab*, wherea = [a1 as ... CI,K]* andb = [bl by ... bK]*
Without loss of generality, we assumg < a3 < ... < a%, 9i,j = cibjdi g, Vi, j, 9)
andP =N =1.

IV. SuMm CAPACITY OF K-USERDEGRADED
INTERFERENCECHANNELS

whered, ; parameters are introduced here for the first time.
A. Achievability We fix d; ; = 1 for any i < j. The choice of remaining
Rg\rametersdiyj for ¢ > j) are discussed later. Irrespective

We consider the successive interference cancellation)(S J .
of these remaining parameters, the above constructiorhleas t

scheme for achievability. Each transmitter uses Gaussida-c

words to encode its message. Thth receiver decodes thefollowmg p.roperty.. . )
messages from transmittets2, ... in this order. Sincei-  -€mMMa 5 Consider anyG and T given above. Then, it

th receiver has a (statistically) better received signainth2€!0ngs to the feasible set corresponding to the optinoiaati

receiversl,2,...,i — 1, the message atth transmitter can problem given by[(#)- ) ) )
be encoded at rate Proof: First, for alli, we show that}t; = 1 by induction.

Sincet; = e, we havet®t; = 1. By construction, we have
1 y
a’h? t:_,e; = 0. Suppose that?_,t;_; = 1 for somei. Then,
e (5) i—1 i—1
from (8) and [[¥), we have
a? (E K bz) +1 '
[ j=i+1"3

1
Ri:§1og 1+

[

2
i—

such that all receivers,i + 1,..., K can decode it with tit, = - gltf_ltz;l + C—Q,
decaying probability of error. Since this is a well-known Zi s o @
technique, we do not provide further details. Frdmh (5), the e B
achievable sum rate using this SIC scheme can be expressed a? ai '
as = 1. (10)
K 1 E a? (Zf; bf) +1 Next, for all i, we show that!c = a; by induction. Since
ZRi =3 Zlog S (K 5 ; t; = e;, we havetjc = a;. Suppose that} ,c = a,_; for
i=1 i=1 a; (Zj:i+1 bj) +1 somei. Then, from [[8) and[{7), we have
1 [T, (‘%2 (Zf:z b?) + 1) tie = Y7l et P
~ 3 log K ( o K 39 ’ i @i
[T (‘%‘—1 (Zj:i bj) + 1) a; i af —a;_,
K a? —a? ( K. b2-) a; ai
= l2:log 14 ( 2 ZF ’ , (6) = a; (11)
2 i=1 af_l (Ef(:z b?) + 1

Last, for alli < 7, using lower-triangular property ¢f'*
whereay = 0 is introduced for notational convenience. and [11), we show that thg, j)-th entry of T*G is equal to



hi,j:

(T*G)i,j tzbj [dl,jcl dQ,jCQ . dKJCK]*,
= t;‘[cl Coy ... CK]*bj, Vi S j,
With (Id) and [[(IR), the proof is complete. [ |

Next, we show that parametedis; (for i > j) exist such

that [4) evaluates to RHS of](6). For this, we consider

lower-triangular matriXy with unit diagonal entries. L€t, j)-
th entry of V be denoted byy; ;. DefineF = I+ GG*.
Therefore, from[(B), théi, j)-th entry of VF is

i K
Z (Ui,m (5777,7] + ng,ng],’N,)) )
n=1

m=1

i
= § Ui,mém,j +
m=1

K [
Cj Z <bid77n <Z 'Ui,mcmdm,n>> (13)

n=1 m=1

(VF)i; =

Now, suppose that, for al > 2 andn < i — 1, the
parameters are such that
7
Z VimCmdmn =0, Vi>2n<i—1
m=1

Then, for all: andj < 4, substituting [(I¥) and,; ; = 1 for
anyi < j in (I3) , we obtain

K [
(VF)Z',J' =V, + ¢ Z (bi <Z ’l}i7mcm>> , Vi, g < 1. (15)
m=1

n=t

(14)

For the set of values given by
—cic; Yoni b2
(Cnlien) (i) +1

from (18), we havegVF),; = 0 for all j < i (i.e.,, VF is
upper-triangular) and

K 1—1
1+¢ Z <b,21 (Z Vi mCm + cl>> ,
n=i m=1
¢ (xile2)
(Cntien) (i) +1
(a —aiy) (Zf:z b?) v
a? 4 (Zfiz bf) +1 ’
Substituting [(I6) in[(14), we obtain
- Zi;:l (cmdm.n) ZK:z b ‘ _
Coe) () ) "

forall : > 2 andn < i — 1. For any givenn, it is clear that

Vi <1, (16)

Vij =

(VF),;

1+

= 1+ i (17)

(18)

Ci

we can choosé; ,, for all i > n, such that[(1B) is satisfied for

all i > n. This directly follows form the fact these are linear
equations ind; , with same number of variables as equations.
Therefore, we have a construction that satisfies the asgumpt
in (14).

Now, for the above constructioW,F is upper-triangular and
|[V] = 1. Therefore, from[(17), we have

1

1 1 B
% 5 log |VF| = 5 log H(VF)“,

i=1
K
1 K (azz - a?—l) (Zj:i bf)
= 3 Z log | 1+ %
i=1 a;_y (Zj:i b?) +1

which exactly matches the achievable sum-ratén (6).

log |[F| =

C. Sum Capacity

The above analysis establishes the sum capacity of the
class of K-user Gaussian degraded interference channels. We
summarize this result in the following theorem.

Theorem 6: Consider anyK -user Gaussian degraded inter-
ference channel wittH = ab*, wherea = [a1 a2 ... ak]*
andb = [b1bs ... br]*. Leta? < a3 < ... < a% andag = 0.
Then, the sum capacity of this channel is

(0’12 - azz—l) (Zf:z b?) P
a2 (S 0) P+ N

Remark 1: This class of channels have degree of freedom
equal tol. The degree of freedom can be obtained in a straight-
forward manner as thé(-th receiver can decode messages
from all transmitters. However, this approach does not give
the required tight outer bound on sum rate.

K
1
C(\/P/NH) = 3 > log |1+
=1

V. CONCLUSION

In this paper, we develop a family of outer bounds for the
K-user Gaussian interference channel based on constructing
multiple-antenna genie-MAC receivers. This formulatiaa r
sults in an optimization problem that may not be easy to solve
in the general case. We subsequently show that this family of
outer bounds determine the exact sum capacity of the class
of degraded interference channels, and provide closed-for
expression for the sum capacity f-user Gaussian degraded
interference channels.
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