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Abstract—The exact Markov modeling analysis of erasure flow in finite-buffer wired networks and investigate the &ad
networks with finite buffers is an extremely hard problem due offs between throughput, average packet delay and buffer si
to the large number of states in the system. In such networks, The problem of computing capacity and designing efficient

packets are lost due to either link erasures or blocking by tle . . .
full buffers. In this paper, we propose a novel method that coding schemes for lossy networks has been widely studied

iteratively estimates the performance parameters of the nivork  [2]-[4]. However, the study of capacity of networks with feni
and more importantly reduces the computational complexity buffer sizes has been limited. This can be attributed sdtely
compared to the exact analysis. This is the first work that the fact that finite buffer systems are analytically harder t
analytically studies the effect of finite memory on the throghput track in general. I [5]/6], it was shown that min-cut caipac
and latency in general wired acyclic networks with erasure ihks. R - L

As a case study, a random packet routing scheme with ideal cannot be achieved c_iue to the Im_nted bufferconstra_lnt megl
feedback on the links is used. The proposed framework yielda hetwork. Here, we wish to establish a framework to investiga
fairly accurate estimate of the probability distribution of buffer the same for general wired networks.

occupancies at the intermediate nodes using which we can not  Recently, [3] outlined various coding strategies for achie
only identify the congested and starving nodes but also obla .4 canacity in line erasure networks. However, it only con-

analytical expressions for throughput and average delay ofa . g N : .
packet in the network. The theoretical framework presentedhere sidered infinite buffer in its study. Latei,I[7] considerdtt

can be applied to many wired networks, from Internet to more limitations posed by finite memory in a simple two-hop
futuristic applications such as networks-on-chip under vaious wireline network. Inspired by this work, iri[5][[6] authors

communication and network coding scenarios. investigated the information-theoretic capacity of mhtibip
wireline networks with varying buffer constraints at eactle.
However, they only considered upper and lower bounds for
In networks, packets may have to be relayed throughtle throughput. Further, the problem of finding the packet
series of intermediate nodes where each may receive packktky has been visited in the queueing theory literature on
via many other data streams as well. Hence, the packets ntlag behavior of open tandem queues that are analogous to line
have to be stored at intermediate nodes for transmissionnatworks[[8], [9]. However, this view is not applicable ditky
a later time. For infinte buffer case, the intermediate nodagsgeneral network topologies.
need not have to drop the arriving packets. However, oftenWe consider wired acyclic erasure networks with ideal
times, buffers are limited in size. Although a large buffefeedback on the links when a directed random packet routing
size is usually affordable and preferred to minimize packetheme is used. Although the previous works provide some
drops, large buffers have an adverse effect on the paclke.deinsight into the performance analysis of networks, they are
Additionally, as second-order effects, using larger buiees limited to either infinite-buffer cases or a simple two-hoyel
at intermediate nodes would have practical problems suchragwork with limited memory. Moreover, the interplay of the
on-chip board space and increased memory-access latencyhroughput and latency is not considered in a small buffer
The problem of buffer sizing and congestion control is aiegime. Our approach employs a discrete-time model to eeriv
paramount interest to router design engineers. Typicakrsu estimates for the buffer occupancy distribution at intediate
today route several tens of gigabits of data each seddnd [d¢des. We then obtain analytical expressions for throughpu
Realistic studies have shown that, at times, Internet reut@nd average packet delay in terms of the estimated buffer
handle about ten thousand independent streams/flows of dataupancy distributions.
packets. With a reasonable buffer size of few GigabytesThe motivation behind this work is twofold: From a prac-
of data, each stream can only be allocated a few tens tmfal point of view, it analyzes the performance parametérs
data packets. Therefore, at times when long parallel flowse random routing protocol in wired directed networks viahic
congest a router, the effects of such a small buffer space more of an interest to the network community. On the other
flow come to play. Though we are motivated partly by sudhand, from a theoretical point of view, our work develops
concerns, our work is far from modeling realistic scenarioa framework that not only can be adapted to estimate the
This work modestly aims at providing a theoretical framewormerformance parameters of various communication schemes
to understand the fundamental limits of single informatiosuch as random linear coding but also can provide insight

I. INTRODUCTION
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into the interplay among the buffer size, throughput anéylelbuffer states cannot be proposed unless the communication
in general. The later is impossible to be exactly analyzestheme is known. For example, since Random Linear Coding
due to the exponential growth in the number of states af@LC) is used as the communication scheme _In [5], the states
the complexity of the equations|[5] but our work developare defined as the number of packets stored in the buffer of
an approximation to it. Further, the work establishes a towa node whose information has not yet been conveyed to the
bound on the information theoretic capacity of finite buffenext-hop node. Analyzing RLC in a general network (which
networks. achieves the capacity of finite buffer regime) is very inealv

This paper is organized as follows. First, we presentand is the subject of the future work. Instead, as a first step
formal definition of the problem and the network model itowards estimating the performance parameters we consider
Sectionll. Next, we investigate the tools and steps fordinita directed random routing scheme for packets together with
buffer analysis in Section]ll. We then obtain expressiams flossless zero-delay feedback on the links.
throughput and average delay in Secfioh IV. Finally, Sefflo =~ To be more precise, the nodes operate using the following
presents our analytical results compared to the simukation rules, one after another.
1. At each epoch, every nodeselects a random ordering

of the outgoing edges and transmits the packets it houses

Throughout this work, we model the network by an acyclic  one by one. If the packet is successfully received and
directed graphG (V, E'), where packets can be transmitted  stored at a neighbor, deletes the packet from its buffer
over a link @ = (u,v) only from the nodeu to v. The and transmits the next packet (if any) on the next edge
system is analyzed using a discrete-time model, where each in the selected order. Else, it tries to transmit the same
node can transmit at most a single packet over a link in an packet on the next (in the selected order) outgoing edge.
epoch. The links are assumed to be unidirectional, memssyle  This process is continued until all packets are transmitted
and lossy, i.e., packets transmitted on a ligk= (u,v) € or a transmission is attempted on each link. Therefore, a
are lost randomly with a probability of 3 = ¢(, ). Note node withd, outgoing links transmits at most, packets
that the erasures are due to the quality of links (e.g., noise per epoch.
interference) and do not represent packet losses due te fini2. After the transmission attempts are made, the node at-

Il. PROBLEM STATEMENT AND NETWORK MODEL

buffers. Clearly, erased packets are disregarded. Morgitwe tempts to accept the arriving packets. If more packets are
packet losses on different links are assumed to be independe  received than it can store, it selects a random subset of the
Each nodev € V' has a buffer size ofn, packets with each arriving packets whose size equals the amount of space

packet having a fixed size. Source and destination pairs are available and stores the selected packets. Consistent with
assumed to have sufficient memory to store any data packets. step 1, appropriate acknowledgment messages are then
The unicast information theoretic throughput between & pai  sent.
of nodes is defined to be the transmission rate of informatigibte that under such a mode of operation, at any epoch when
packets (in packets per epoch) between them. The delay afv@ nodes receive two packets from a particular node, the
packet is also defined as the time taken from the instant whesgeived packets have no common information. Equivalently
the source starts transmitting a packet to the instant when ho replication is performed at any node and it is possible
destination receives it. Note that the source node can geneto define a concept of state or occupancy for each node
innovative packets during each epoch. individually. The buffer state of a node is simply defined to
Throughout this paper, node and noded represent the be the number of packets it stores. It can be seen that this
source and destination nodes respectively. Also, foramy concept of occupancy follows a Markov chain behavior and
0,1, 72 1—2z. can be studied thus.

IIl. UNDERSTANDING FINITE-BUFFERANALYSIS B. Approximate Markov Chain for an intermediate Node
errfe, we Ttudy tpe.ttocglsﬁand .Stedps that enat;le oll:r frame'Consider a node: € V in a networka(v, B) with d;
work for analyzing finite-buffer wired erasure networks. 0" o ooing edges and a buffer size of,

A. Communication Scheme and Buffer Sates as depicted in Figl]1. Let the nodes that can send packets
Thoroughly investigated in[[5] for the exact analysis of
a finite-buffer line network, the problem of identifying the
throughput capacity is equivalent to the problem of findimeg t
buffer occupancy distribution of the intermediate nodesas
result of ergodicity of the corresponding Markov chain. Een
in order to approach our problem properly it is necessary to
clearly define the buffer states in a manner that first of aé, t
buffer states construct an irreducible ergodic Markov kchai
and second the steady state distribution of the buffer state
could be helpful to obtain expressions for the performance
parameters of the network. Thus, a proper definition for the v be denoted byN*(u) £ {v;,...,v4}. Similarly,

Fig. 1. A Node in a general wired network.



let the nodes to which, can send packets be denoted bpy the departure and arrival of packets, respectively. Kuae
N=(u) & {w,...,wq,}. We assume that the following® is the steady-state distribution after the arriving pagket
assumptions hold in the network regarding the arrival andocessed. These transition matrices are defined as follows
departure processes.

1 0 0 0 0
1. For eachk = 1,...,d;, suppose that the packets arrive d e €o 0 0 0
on (vg,u) in a memoryless fashion with a rate of Sr ek e1 eo 0 0
packets/epocie., with inter-arrival times having a geo- Te = | > i, ek ea e1 0 0 (3)
metric distribution with mearf—k. Also, the processes on
different incoming links are statistically independent. d4;
. . Dk, €k €my—1 €m,-2 ... €l €
2. At any instant, for every = 1,...,d,, a packet is sent “ o
on (u,wy) it is successfully received and storedat a0 a1 dz 4zttt Gmy-—l %k;mu U
with a probabilityw;, independent of the past and future 0 @ a1 6z - aAmy-2 Zgl,:mrl @k
events on the edge. Ty = 0 0 a0 a -+ amy-3 Ypln, 2% | )
Note that this is hypothetical since in any realistic model :
of a network, the probability that a packet is successfully 0 8 8 8 aoo Zz%lak

transmitted and stored at the next hop depends not only on

the channel conditions, but also state of the next-hop nOdeNote that, the, ;" entry inT; corresponds to the transition

Since the state of the next-hop node has dependence on itg, occupancy fromi — 1 to j — 1 with the departure of

past, the probability of successful receipt can also be arpe i — j packets. Similarly, the, ;" entry in T,y corresponds to

to have a dependence on its past. In fact this mode of nqQle y 7 ition fromi — 1 to j—1 with the arrival ofi—j packets.

operation c_an be replaced by any ot_her scheme that fits 'q'tﬁe actual transition matrix for the Markov chain is thenrsee
the Markovian set-up of the assumptions above.

At instant. th b f ket L to beTrT4. The steady-state distributiahof the occupancy
any instant, e number of packels armving can rangf; afier the arriving packets are accepted and the steady-
from 0 up tod; and the number of packets departing can ran

¢ 0tod. H i h h the st h fate distributiondt of the occupancy just after the packets
rom Uto d,. Hence, at each epoch, the s aig can change .6 peen sent but before arriving packets are accommodated
to any other in the sefn, — do,...,n, +d;} N{0,...,my}.

At any epoch, the probability,. with which & packets arrive are given by
and the probabilitye;, with which k& packets depart are given ITgTy =9 andd Ty Ty =01, (5)
by 0. 0. However, these two steady-state distributions are related
A(z) = Z aga® = 1‘1@. +Aj) @ U =9Tg andy = ¥1T4. To evaluate the rate of information
k=0 j=1 on the link (u,w;), one must investigate the rule for packet
oo fe departure. If at an epoch, more packets are stored than the
B(z) = ];)ekx - J_Hl(wf +w;e). @ number of links that allow successful transmission, thezhea

link conveys a packet of information to its neighbors. Hoarev
The dynamics of the number of packets stored at thel™ if the occupancyr,, at an epocti is smaller than the number
epoch is a Markov chain that is similar to the one depicted inof outgoing links that allow for transmission, each link can
Fig. 2. be assumed to equally receive packets on the average — a
consequence of the random selection of ordering for ouggoin
links. Then, the time average of the information rate on the
edge(u,w;) can be seen as

I w)h A ma) = > (] w)x

HcC{O0,...,do} keH
i€H ) (6)
— . J .

For all input parameters, the Markov chain can be shown to (k/gp“’“'> (j;ﬂ v jgﬂ IH\ﬂ(J))'
be aperiodic, irreducible and ergodic. Therefore, it psssge
a unique steady-state distribution. Letting= (\1,...,\g,)
to denote the vector of arrival rates afd= (w1, ...,wq,)
to denote the vector of departure rates, the unique stea
state distributiond(-, A, 2, m,,) for the chain can be computed

Fig. 2. The dynamics of a node with m, = 5 andd; = d, = 2.

In a similar argument, we notice that some of the arriving
packets get randomly blocked if all the arriving packetshan

e stored. We can evaluate the probability with which a packe
a¥riving on the edgév;,u) is blocked from

using a pair of probability transition matric@s; and7 4 that penwhsem)= > (] _Ak> X
correspond to the transitions between states that aretedfec HEAD i} R -
3 |H| —mu +j .
1For notational consistency, we can extend= 0 for k > d, anday, = 0 ( H )‘k/) ( Z TW(J))
for £ > d;. Also, for notational convenience, we us¢-) as a short-hand k'€He my—j<|H|

90, A, Q2 my).



C. lterative Estimation of the Buffer Occupancies V. ESTIMATION OF THE THROUGHPUT ANDAVERAGE

In this section, we discuss our iterative estimation tegbhei PACKET DELAY

in details based on the approximate Markov chain modelln this section, we exploit the results of the iterative esti
introduced in sectio_III-B. Considering that blocking Wil mation method for buffer occupancy distributions and obtai
introduce dependence of the packet incoming/outgoingga®c analytical expressions for throughput and average delay.
over each edge on its past, in order to use the results of SecSince the routing scheme is such that information is not
tion [[lI-B] we have to make certain simplifying assumptionseplicated at any node, the estimate of the total infornmatio
on the blocking phenomenon. We model the blocking on evettyat arrives at the destination is the sum total of the infatfam
edge® = (u,v) of the network as follows. rate arriving on each of its incoming edges. Hence,

« Every packet that arrives at successfully (without get- 4 _ "
ting erased) is blocked in a memoryless fashion with s d’a B Z 0va(l = @va) Z O (8)

probability ¢,,. Also, at any epoch, the blocking of

packets on any subset of incoming edges @ assumed where we let(o?, , ¢, ) to be either the component-wise limit

to be independent of one another. of the Sequencéggv7qgv}leN whenL = oo, or (o', ¢'5))
Under the above assumption, the blocking process and hendenL < oo. Additionally, by the conservation of information
the departure process on every link of the network is model8@w, the above estimate can be obtained by computing the rate
as a memoryless process. Since each packet arriving onohflow of information through any cuf’ using the following.
edge @ = (u,v) is blocked with a probability ofz,,, a 5 8
packet arriving one@ is accepted only if both the channel s,d Z Oun(1 = &y)- ©)
allows the packet and the node accepts it. Therefore, the
effective departure rate on the edgev) is seen to b&,, g, As it is defined in Sectiol IlI-A, the operation scheme is
Assuming that the node operates in the mode describedcimsen to have feedback on all the links and we treat paakets i
Sectior 1I-A, we can usd [6) anfl(7) to identify both the rata First-Come First-Serve (FCFS) fashion at the buffersoAls
of information flow and the blocking probabilities on everghe absence of directed cycles allows us to assign an order
edge of the network. Thus, the problem reduces to findingva, v, . . ., v, to all the nodes of the network in a manner that
solution (0., quv) VB that satisfies the following systemwe havez < j for every link (v;, v;) €

In order to estimate the average delay that a packet experi-

ences in the network, one can proceed in a recursive fashion.

veENT(d) veNT(d)

uveF

of non-linear equatlons for eadl, v) € E.

B gluv _ w=s The average delay that an arriving packet (at tihat node
Ouv = <{(“’U)}’(gwu)wej\/+(u)’(Euu' quu/)u’e/\f*(u)’m“) s .
- u#s u € V experiences depends on the buffer occupancy of the
_ {pb({(u,v)}; (Qwo)wen+ (0)s (Evo'Tuw ) en— vy, mv) v #d nodeu and its outgoing links. For example, suppose at epoch
=10 v=d | (packet arrival time), node has alreadyk packets where

Note that in the above equatiopg, represents the fractionk_ < my — 1. Then, the arriving packet has to wait for the

of time at which packets will be delivered to However, the first k& packets to leave node before _it can be transm_itted.
actual rate of information flow is equal j., = 7,, 0ue. We defineD,, (k) as the average time it takes from the instant
Since the above set of equations are an apprommaﬂon@@t nodeu receives a packet given that it has already stdred
Vgﬂckets until the time that the destination node receivas t
qc cket. We compute the average delay funcfigs{.) for all

exists a solution to the above system. However, the proof
the intermediate nodasc V using the following proposition.

existence and uniqueness of the solution is detailed inffr0]

the case of line networks. Proposition 1. Let r,, = Z..,q,, be the average packet
Finally, the solution to the system of equations can heansfer rate on linku,v) € E andr; be the sum of the rates

found by identifying the limit of the sequence defined by then all outgoing edgesi.., Te = D en— () Tu). Also, let

following iterative procedufe 7(j) (j =0,1,...,m, —1) be the steady state probability of
1. Seti = 1 and for each edgéu,v) € ﬁ setg,, = 0 and the buffer of node» € V' storing already packets right before
1 0 u#s a new packet arrives and is stored in the buffer. For every
YW B u=3s" intermediate node: € V, given the average delay functions
2. Computeols ™, ¢'o™) by using o, ¢\ on the right- of all its next- hop neighborsIy, () for all v € N~ (u) and
hand side of the above system of nonlinear equations aha 0, 1, - — 1), Du(.) can be obtained by
increment; by 1. ka1 T
3. If i < L+ 1, perform step 2. Du(k) = —— + ,; e ( z% m()Pu(i))  (10)
w weN—(u) ¥ Jj=
2In practice, the number of iterations which suffice to converge to the for k& = 0,1,. my — 1.
solution within reasonable accuracy depends on the stauctuthe network. o . . .
Alternatively, one may us@?(i+1) — ()| 1 |9t (+D _ 9t (| < ¢ for the Proof: Due to space limitation, we just provide a brief

convergence criteria. sketch of the proof. Equatioh (1L0) is consisted of two terms:



1. The first term represents the average time it takes foi
total of £ + 1 packets (counting our selected packet) t
leave nodeu successfully.

. The second term relates to the average delay due
the rest of the network. The probability of conveyinc
a packet from node: to nodewv can be estimated by
Twe An arriving packet at node finds its buffer already
occupled by; packets with probabilityr,(j). Thus,
the packet will experience an average delayZdf(j)
from this node to the destination. Hence, the avera
packet delay from node to the destination is equal to

S o (7) D ()

It is easy to see that,(j) can be calculated using

97 (5)
0

1—9] (m,)
To obtain the average packet delay from the source to t
destination, the average delay functiby(.) is computed for
all the nodes in the reverse ondér.e.,{v,,...,v2,v1}). Then,
the total average packet dela®(0)) is computed by applying
Propositior L to the source node.

1=12...,my,—1

j:mv

o (j) (11)

V. SIMULATION RESULTS
In this section, we present the results of actual netwo
simulations in comparison with our analysis and will shoatth
our framework gives accurate estimates of buffer occupan
distributions as well as throughput and average delay.
We consider the network shown in Fig. 3 to compare tt
results of the simulation and inferences. In this netwotk, ¢
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Fig. 3. A general wired acyclic directed network chosen faruation).

the edges have = 0.5 (erasure probability) except the edges[4]
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