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Abstract—A set of wireless mobile terminals, which coop-
erate by routing packets to each other create a Mobile Ad
hoc Network (MANET). MANETs are attracting attention
for their potential use in several fields such as collaborative
computing and disaster recovery environments. Considering
mobility of the terminals, the routes change dynamically and
routing becomes a key process for operation of MANETs.
Until now we considered only the Constant Bit Rate (CBR)
transmission over UDP transport protocol in our testbed.
In this paper, we analyse the performance of our MANET
testbed in an indoor environment considering multimedia
transmissions with variable packet rate. Using linear and
mesh topologies for connecting the nodes, and BATMAN
routing protocol, we measure throughput, delay and packet
loss metrics.
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I. INTRODUCTION

A collection of wireless mobile hosts that can dy-
namically establish a temporary network without any aid
from fixed infrastructure is known as a Mobile Ad-hoc
Network (MANET). The mobile hosts act as routers for
each other and they are connected via wireless links.
Recently, MANETs are continuing to attract the attention
for their applications in several fields, where the communi-
cation infrastructure is expensive and/or time consuming.
Mobility and the absence of any fixed infrastructure make
MANET very attractive for rescue operations and time-
critical applications.

Research for MANETs has been done usually in sim-
ulation, because in general, a simulator can give a quick
and inexpensive evaluation of protocols and algorithms.

However, experimentations in the real world [1] are very
important to verify the simulation results and to revise the
models implemented in the simulator. A typical example
of this approach has revealed many aspects of IEEE
802.11, like the gray-zones effect [2], which usually are
not taken into account in standard simulators, as the well-
known ns-2 simulator.

We conducted many experiments with our MANET
testbed, which are shown in our previous works [3],
[4]. We proved that while some of the Optimized Link
State Routing (OLSR) problems can be solved (for in-
stance the routing loop), but this protocol still has the
self-interference problem. There is an intricate inter-
dependence between MAC layer and routing layer, which
can lead the experimenter to misunderstand the results of
the experiments. For example, the horizon is not caused
only by IEEE 802.11 Distributed Coordination Function
(DCF), but also by the routing protocol.

We carried out the experiments with different routing
protocols such as OLSR and Better Approach to Mobile
Ad-hoc Networks (BATMAN) and found that throughput
of TCP was improved by reducing Link Quality Window
Size (LQWS), but there were packet loss because of ex-
perimental environment and traffic interference. For TCP
data flow, we got better results when the LQWS value
was 10. Moreover, we found that the node join and leave
operations affect more the TCP throughput and Round
Trip Time (RTT) than UDP [5]. In [6], we showed that
BATMAN buffering feature showed a better performance
than Ad-hoc On-demand Distance Vector (AODV), by
handling the communication better when routes changed
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dynamically.
Many researchers performed valuable research in the

area of wireless multi-hop networks by computer simula-
tions and experiments [7], [8]. Most of them are focused
on throughput improvement, and they do not consider
mobility [9]. In [10], [11], the authors propose a dynamic
probabilistic broadcasting scheme for mobile ad-hoc net-
works where nodes move according to different mobil-
ity models. Simulation results show that their approach
outperforms the Fixed Probability Ad hoc On-demand
Distance Vector (FP-AODV) and simple AODV in terms
of saved rebroadcast under different mobility models. It
also achieves higher saved rebroadcast and low collision
as well as low number of relays than the fixed probabilistic
scheme and simple AODV.

In [12], the authors implemented multi-hop mesh net-
work called Massachusetts Institute of Technology (MIT)
Roofnet, which consists of about 50 nodes. They consider
the impact of node density and connectivity in the network
performance. The authors show that the multi-hop link
is better than single-hop link in terms of throughput and
connectivity. In [13], the authors analyse the performance
of an outdoor ad-hoc network, but their study is limited
to reactive protocols such as AODV [14] and Dynamic
Source Routing (DSR) [15].

In [16], the authors perform outdoor experiments of non
standard proactive protocols. Other ad-hoc experiments are
limited to identify MAC problems, by providing insights
on the one-hop MAC dynamics as shown in [17]. In
[18], the disadvantage of using hysteresis routing metric
is presented through simulation and indoor measurements.

In [19], the authors presents performance of OLSR us-
ing the standard hysteresis routing metric and the Expected
Transmission Count (ETX) metric in a 7 by 7 grid of
closely spaced Wi-Fi nodes to obtain more realistic re-
sults. The throughput results are effected by hop distance,
similar to our previous work [3].

The authors of [20] described the performance of the
BATMAN protocol on an indoor testbed, using Mesh
Potato (MP) devices. The MPs are small devices used for
voice communications over the wireless medium but also
support data. The Batman-adv protocol is designed for ad
hoc wireless networks. They use variable packet size to
evaluate the performance.

In this work, we analyse the performance of BATMAN
[21] routing protocol in an indoor environment, using lin-
ear and mesh topologies. We designed a MANET testbed,
consisting of five mobile machines. The data sent through
the network are of two different types, resembling to audio
and video transmissions. We investigate the performance
of the system by measuring throughput, delay and packet
loss.

The structure of the paper is as follows. In Section II,
we give an overview of BATMAN routing protocol. In
Section III, we describe the design and implementation
of the MANET testbed. In Section IV, we discuss the
experimental results and evaluate the performance of the
testbed. Finally, we draw conclusions in Section V.

II. OVERVIEW OF BATMAN ROUTING PROTOCOL

In OLSR, there is a serious synchronization problem
between the topology messages and the routing informa-
tion stored inside every node. In other words, a mismatch
between what is currently stored in the routing tables and
the actual topology of the network may arise. This is due
to the propagation time of the topology messages. Routing
loops are the main effect of such problem. To solve this
problem, BATMAN has been introduced. In BATMAN,
there is no topology message dissemination. Every node
executes the following operations.

1) Sending of periodic advertisement messages, called
OriGinator Message (OGM). The size of these mes-
sages is just 52 bytes, containing: the IP address
of the originator, the IP address of the forwarding
node, a Time To Live (TTL) value and an increasing
Sequence Number (SQ).

2) Checking of the best one-hop neighbor for every
destination in the network by means of a ranking
procedure.

3) Re-broadcasting of OGMs received via best one-hop
neighbour.

The BATMAN uses a timer for sending OGMs and SQ
(OGM) for checking the bi-directionality of links. If the
SQ of an OGM received from a particular node falls within
a certain range, the corresponding link is considered bi-
directional. For example, suppose that in a time interval
T , the node A sends Tr messages, where r is the rate of
OGM messages. The neighbours of A will re-broadcast
the OGMs of A and also other node’s OGMs. When A
receives some OGMs from a neighbour node, say B, it
checks if last received OGM from B has a SQ less or equal
to Tr. If it does, then B is considered bi-directional, oth-
erwise it is considered unidirectional. Bi-directional links
are used for the ranking procedure. The quantity Tr is
called bi-directional sequence number range. The ranking
procedure is a substitute of the link quality extension of
OLSR. In few words, every node ranks its neighbouring
nodes by means of a simple counting of total received
OGMs from them. The ranking procedure is performed on
OriGinator (OG) basis, i.e. for every originator. Initially,
for every OG, every node stores a variable called Neigh-
bour Ranking Sequence Frame (NBRF), which is upper
bounded by a particular value called ranking sequence
number range. We suppose that there is a rank table in
every node which stores all the information contained
in the OGMs. Whenever a new OGM is being received
via a bi-directional link, the receiving node executes the
following steps.

1) If the sequence number of the OGM is less than the
corresponding NBRF, then drop the packet.

2) Otherwise, update the NBRF=SQ (OGM) in the
ranking table.

3) If SQ (OGM) is received for the first time, store
OGM in a new row of the rank table.

4) Otherwise, increment by one the OGM count or
make ranking for this OGM.
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Figure 1. Node positioning and MAC filtering for LT.

Finally, the ranking procedures select the best one-
hop neighbour, the neighbour which has the highest rank
in the ranking table. Let us note that the same OGM
packet is used for: link sensing, neighbour discovery, bi-
directional link validation and flooding mechanism. While
this feature eliminates routing loops because no global
topology information are flooded, the self-interference due
to data traffic can cause oscillations in the throughput.
Other details on BATMAN can be found in [21].

In BATMAN, every node re-broadcasts received OGMs
only once (only those OGMs which have been received
via the best-ranked neighbour). This is a kind of selec-
tive flooding, which practically reduces the overhead of
the flooding. Another analogy can be found in gossip
protocols [22]. In gossip protocol, every node decides to
re-broadcast received data with some probability, p. This
is equivalent with eliminating some links in the network
and then supposing that every node re-broadcast with
probability 1. In gossip protocol there is a threshold for p
and the density of nodes after which the success ratio1 is
almost surely 1. In BATMAN, the probability p is changed
according to ranking procedure. It is the probability that
an OGM is reached via the best rank neighbour. Let
us note that the selective flooding eliminates possible
misbehaviour of the ranking procedure. In fact, cumulative
count of the OGM could be greater than the total number
of OGM received via the current best neighbour.

III. DESIGN AND IMPLEMENTATION OF MANET
TESTBED

A. Testbed Description

The machines operate on Fedora 14 OS with kernel
2.6.35 suitably modified in order to support the wire-
less cards. The lynksys wireless network cards (Model:
WUSB54G ver. 4) are usb-based cards with an external
antenna of 2dBi gain, transmitting power of 16+/-1dBm
and receiving sensitivity of -80dBm. We verified that the
external antenna improves the quality of the first hop link,

1That is the probability that broadcast messages are received by all
nodes in the network.

Figure 3. Testbed interface.

which is the link connecting the ad-hoc network. The
driver can be downloaded from the web site [23], [24].
We show screenshots of these machines in Fig. 2.

In our testbed, we have two systematic traffic sources
we could not eliminate: the control traffic and the other
wireless Access Points (APs) interspersed within the cam-
pus. The control traffic is due to the ssh program, which
is used to remotely start and control the measurement
software on the source node. The other traffic source
brings interferences occupying the available bandwidth,
which is typical in an academic scenario.

The traffic in the network is sent by Distributed Internet
Traffic Generator (D-ITG) software, version 2.7.0 Beta2,
which is an Open Source Traffic Generator [25]. With D-
ITG, we can inject different type of data flows in the
network. After finishing the transmission, D-ITG offers
decoding tools to get information about different metrics
along the whole transmission duration.

B. Testbed Interface

Upon the first implementation of the testbed, all the pa-
rameters settings and editing were done by using command
lines of bash shell (terminal), which resulted in many
misprints and the experiments were repeated many times.
In order to make the experiments easier, we implemented
a Graphical User Interface (GUI). We used wxWidgets
tool and each operation is implemented by Perl language.
wxWidgets is a cross-platform GUI and tools library for
GTK, MS Windows and Mac OS.

We implemented many parameters in the interface such
as transmission duration, number of trials, source address,
destination address, packet rate, packet size and topology
setting function. We can save the data for these parameters
in a text file and can manage in a better way the experi-
mental conditions. Moreover, we implemented collection
function of experimental data in order to make easier
the experimenter’s work. A screenshot of the interface is
shown in Fig. 3.
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Figure 2. Screenshots of each node.

C. Experimental Environment

Our testbed provides an experimental platform for eval-
uating protocols and algorithms using realistic parameters.
In this testbed, we can implement different topology sce-
narios and analyse different routing protocols considering
different metrics. In this work, we take the following
considerations.

• The experiments are conducted in an indoor envi-
ronment, inside the fifth floor of our departmental
building.

• We analyse our network for two experimental topolo-
gies: Linear Topology (LT) and Mesh Topology
(MT).

• The packet’s size is 60 bytes.
• We sent data with different packet rates, resembling

audio data (20-50 pps) and video data (100-800 pps).
From now on, we will refer to Audio and Video,
respectively.

• We discuss the effect of multi-hop and data size
regarding throughput, delay and packet loss using
BATMAN routing protocol.

IV. EXPERIMENTAL RESULTS

A. Experimental Settings

The experimental parameters are shown in Table I. We
study the impact of best-effort traffic for LT and MT. For
LT, we enabled MAC filtering routines, using iptables. We
collected data for throughput, delay and packet loss, using
D-ITG.

The data sent to conduct the experiments is transported
over UDP. In our previous works [4]–[6], we used a fixed
packet rate for sending the CBR flow over the network.

Table I
EXPERIMENTAL PARAMETERS.

Parameters Values

Number of Nodes 5
MAC IEEE 802.11b/Channel 2
Transmitted Power 16+/-1 dBm
OS (kernel) Fedora 14 (2.6.35)
Traffic Generator D-ITG 2.7.0 Beta2
Packet Rate 20− 50, 100− 800 pps
Packet Size 60 bytes
Number of Trials 10
Duration 120 sec
Routing Protocol BATMAN

We believe that by making the packet rate variable, the
bandwidth can be used more efficiently. For the Audio
data we send the packets with a uniformly distributed
rate, varying from 20 to 50 pps. The throughput for
this data will vary from 9.6kbps to 24kbps, which is
almost the same as the throughput for GSM or UMTS
audio communications, [26]. For the Video data, we use
a uniformly distributed packet rate, from 100 to 800pps,
which corresponds to 48 and 384 kbps, respectively.

Throughput, delay and packet loss of UDP traffic are
computed at the receiver. We show the average data of
these metrics in tables and we display the measured
throughput plotted in time domain, in order to see the
oscillations during the experiment.

As MAC protocol, we used IEEE 802.11b. The trans-
mission power was set in order to guarantee a radius
covering at least one hop physical distance. Since we
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(a) Audio data, LT
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(b) Audio data, MT
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(c) Video data, LT
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(d) Video data, MT

Figure 4. Throughput results.

Table II
THROUGHPUT RESULTS (KBIT/S).

Flow
Audio (9.6-24 kbps) Video (48-384 kbps)

LT MT LT MT
min max av min max av min max av min max av

#1→#2 13.63 20.16 16.73 13.25 19.20 16.57 65.09 360.19 80.12 38.82 220.99 65.74
#1→#3 12.67 20.35 16.46 14.40 19.97 16.69 27.65 161.86 45.41 27.07 253.06 55.04
#1→#4 14.21 19.58 16.64 14.02 19.39 16.69 13.63 94.27 30.74 27.84 226.18 56.87
#1→#5 13.44 19.58 16.58 13.06 22.85 16.67 6.91 66.24 30.08 0.96 38.40 18.28

Table III
DELAY RESULTS (S).

Flow
Audio (9.6-24 kbps) Video (48-384 kbps)

LT MT LT MT
min max av min max av min max av min max av

#1→#2 0.006 0.075 0.012 0.002 0.045 0.004 0.081 0.927 0.735 0.150 1.640 1.285
#1→#3 0.007 0.063 0.015 0.002 0.066 0.005 0.181 3.978 3.581 0.121 1.801 1.137
#1→#4 0.005 0.092 0.016 0.002 0.086 0.004 0.230 6.742 5.161 0.155 2.581 1.497
#1→#5 0.007 0.117 0.018 0.002 0.088 0.007 0.236 12.955 9.461 0.221 14.154 6.010

were interested mainly in the performance of the routing
protocol, we kept unchanged all MAC parameters, such
as the carrier sense, the retransmission counter, the con-

tention window and the RTS/CTS threshold. Moreover, the
channel central frequency was set to 2.417 GHz (channel
2). In regard to the interference, it is worth noting that,
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Table IV
PACKET LOSS RESULTS (PPS).

Flow
Audio (9.6-24 kbps) Video (48-384 kbps)

LT MT LT MT
min max av min max av min max av min max av

#1→#2 0 0.2 0.003 0 0.2 0.004 0 372.6 128.8 0 6042 237.5
#1→#3 0 1.2 0.026 0 0.4 0.005 0 364.0 138.8 0 7021 256.8
#1→#4 0 1.4 0.043 0 0.2 0.003 0 326.8 145.8 0 7408 283.1
#1→#5 0 2.0 0.032 0 2.6 0.025 0 395.2 171.7 0 8620 405.2

during our tests, almost all the IEEE 802.11 spectrum had
been used by other APs disseminated within the campus.

B. Experimental Analysis

We show throughput results during 120 seconds of data
transmission, in Fig. 4. In Tables. II, III and IV, are shown
the minimum, maximum and average values of throughput,
delay and packet loss, respectively. In Figs. 4(a) and 4(b),
is shown the throughput of Audio flow transmission for
both LT and MT. We notice that the performance is almost
the same for both topologies. The throughput has a few
oscillations, but it stays at almost the same levels for all
communications (1 → 2, 1 → 3, 1 → 4 and 1 → 5). If
we look at Fig. 4(c), where we have a Video transmission
with LT, the performance for 1 → 2 flow is the best, and
the performance decrease as the number of hops increases
up to 4 hops in 1 → 5 flow. However 2-hop and 3-hop
communications have similar performance. On the other
hand, for MT in Fig. 4(d), we can see that the performance
for 1 → 2, 1 → 3 and 1 → 4 flows are almost similar,
while in case of 1 → 5 flow, the values of throughput fall
to around 20kbps.

Comparing the results of Fig. 4 and Table II, we can
see clearly that for Audio (small data rates) there is no
difference between LT and MT, but for larger data rates,
in MT case the average throughput decreases and its
oscillations increase. In LT scheme, one node can receive
OGMs only from its neighbours, so the number of received
OGMs from other nodes is zero. This means that the
route from node 1 to other nodes, are always known and
unchangeable. However there is an unchangeable 4-hop
transmission from node 1 to node 5. In the MT scheme,
lets say, node 1 wants to transmit to node 5 with the high
rate Video transmission of 48-384 pps. First, the best 1-
hop neighbour is node 2 and it starts to send packets to
node 2. Meanwhile, the 1 → 2 link is busy and node 1
receives from node 3 some OGMs broadcast by node 5, so
that node 3 becomes the best 1-hop neighbour. Then, while
the 1 → 3 link is busy, it will happen the opposite. This
instability in routes, brings oscillations and decrease in
throughput. The packet loss, shown in Table IV, is closely
related to throughput and it has a similar behaviour. We
can see that for Audio data the packet loss is very small
so the performance is very good.

Regarding delay, we show the results in Table III.
The average delay for Audio transmissions, for LT and

MT is under 20 ms and 10 ms, respectively. For video
transmissions, delay reaches values up to 9 seconds, in
case of 1 → 5 flow for LT. The number of hops for LT
is 4 hops. Packets travelling through 4 hops, takes more
time to reach the destination.

V. CONCLUSIONS

In this work, we designed and implemented two topolo-
gies in our MANET testbed in indoor environment. We
used LT and MT to evaluate the performance of BATMAN
protocol, in cases of low data rates (Audio) and high
data rates (Video). We investigated throughput, delay
and packetloss metrics. From our analysis we found the
following results.

• For Audio transmissions, the performance was al-
most the same for both LT and MT topologies. The
throughput had a few oscillations.

• The average delay values were under 20 ms and 10
ms, for LT and MT, respectively.

• Packet loss is less than 1 pps for all cases of Audio
data.

• For Video transmissions with higher data rates, the
performance decreased as the number of hops in-
creases up to 4 hops in 1 → 5 flow.

• For MT, we could see that the performance for 1 → 2,
1 → 3 and 1 → 4 flows were almost similar, while
in case of 1 → 5 flow, the values of throughput fell
to around 20kbps.

• We could see that for Audio data there is no differ-
ence between LT and MT, but for Video data, in MT
case the average value of throughput decreased and
its oscillations increased.

• The packet loss, is closely related to throughput so it
had a similar behaviour.

• In LT scheme, routes are static. While in MT scheme,
routes change and this decreased throughput and
increased packet loss.

• Delay values were higher in the case of LT scheme
because of more number of hops.

In this experiments, all nodes were static. We would
like to make the nodes dynamic and investigate the per-
formance of BATMAN protocol in different conditions.
We also plan to study the behaviour of ranking procedure
of BATMAN. Moreover, we would like to compare exper-
imental results with simulation data.
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