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Abstract-In this paper, we consider the energy-efficient co­
ordinated transmission design for downlink transmission in the 

cloud radio access network (Cloud-RAN) considering fronthaul 
capacity and user QoS constraints. Specifically, we assume 
that baseband signals are processed in the cloud, which are 
delivered to remote radio heads (RRHs) equipped with multiple 
antennas over fronthaul links for transmissions to single-antenna 
users. The design amounts to determine the set of RRHs to 
serve each user as well as the precoding and power levels for 
downlink transmission while maintaining the fronthaul capacity 
and user QoS constraints. Toward this end, we study the two 
closely-related problems, namely pricing-based total power and 
fronthaul capacity tradeoff (PFT) and fronthaul-constrained 
power minimization (FCPM) problems. We employ the concave 
approximation and gradient search methods to solve the PFT 
problem for the given pricing coefficients, which capture the 
power and fronthaul capacity tradeoff. Then, we develop an 
efficient algorithm to address the FCPM problem by iteratively 
solving the PFT problem while intelligently updating the pricing 
coefficients. Numerical results confirm the excellent performance 
of the our proposed algorithms and illustrate underlying tradeoffs 
among total transmission power, fronthaul capacity, and cluster 
size. 

Index Terms-Cloud radio access network (Cloud-RAN), 
beamforming, power minimization, resource allocation, cluster­
ing. 

I. INTRODUCTION 

The next generation wireless cellular network is expected to 
provide significant enhancement in capacity to support emerg­
ing broadband applications. Coordinated multipoint (CoMP) 
transmission and reception techniques have been proposed 
as one of the most important solutions along this line for 
(LTE)-Advanced systems [1]. For downlink coordinated trans­
mission scheme, several base stations (BSs) cooperate their 
transmissions to serve each user, which help mitigate intra­
and inter-cell interference. However, deployment of CoMP in 
cellular networks typically requires costly high-speed back­
hauls connecting different BSs for various CSI and information 
exchanges [2, 3]. Cloud-RAN has been recently proposed 
as an alternative way to achieve the advantages of CoMP 
where we exploit the computation power of the cloud to 
compute and realize most base-band processing functionalities 
[4, 5]. Cloud-RAN can also enable to deploy small-cells in 
existing wireless systems to improve the network coverage 
and capacity [6, 7]. 
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Fig. 1. The Cloud-RAN architecture. 

In the Cloud-RAN, various signal processing functions are 
performed by the digital baseband processing units (BBUs) 
in the cloud and transmissions of radio signals to users are 
realized by remote radio heads (RRHs), which form RF signals 
based on baseband signals received from the cloud. There 
are various challenges in designing and deploying the Cloud­
RAN architecture. Specifically, we must efficiently utilize the 
processing resource in the cloud, the fronthaul capacity, and 
design suitable communication schemes for baseband signal 
processing. Some of these problems have been studied in 
recent works. In [8, 9], compression techniques was considered 
to reduce the amount of data transmitted over the backhaul 
links. The work [10] demonstrated the benefits of Cloud-RAN 
in the small-cell network. 

In this paper, we consider the coordinated transmission 
problem for downlink power minimization in Cloud-RAN 
considering practical constraints on the transmission power, 
users' QoS, and fronthaul capacity. Toward this end, we study 
two closely related problems, namely "Fronthaul-Constrained 

Power Minimization" (FCPM) and "Power and Fronthaul Ca­

pacity Trade-off" (PFT) problems. In the FCPM problem, we 
aim to determine the set of RRHs serving each user equipment 
(UE), and the precoding vectors for RRHs to minimize the 
total transmission power subject to the constraints on fronthaul 
capacity. In the PFT problem, the trade-off between trans­
mission power and required fronthaul capacity is optimized 
via minimizing the weighted sum of total transmission power 
and fronthaul capacity. In particular, we develop a novel 
iterative algorithm to determine an efficient solution of the 
FCPM problem by iteratively solving the PFT problem with 
adaptively updating pricing coefficients. Moreover, we propose 
an algorithm to solve the PFT problem which is based on the 
concave approximation of the fronthaul capacity function and 
the gradient search method. 

The remaining of this paper is organized as follows. We 
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describe the system model and problem formulation in Section 
II. In Section III, we present the proposed algorithms to 
solve the FCPM and PFT problems. Numerical results are 
presented in Section IV followed by conclusion in Section 
V. For notation, we use XH, Tr(X) and rank(X) to denote 
Hermitian transpose, trace, and rank of matrix X, respectively. 
lxxy, Oxxy denote the matrix of ones, matrix of zeros whose 
dimension are x x y, respectively. lSI denotes the cardinality 
of set Sand diag(x) is the diagonal matrix constructed from 
the elements of vector x. 

II. SYSTEM MODEL AND PROBLEM FORMULATION 

A. System Model and Transmission Strategy 

The general architecture of Cloud-RAN is illustrated in 
Fig. 1, which consist of three main components, namely (i) 
centralized processors or BBUs pool, (ii) the optical transport 
network (i.e., fronthaul links), and (iii) remote radio head 
(RRH) access units with antennas located at the remote sites. 
The processing center comprising a large number of BBUs 
is the heart of this architecture where BBUs operate as 
virtual base stations to process baseband signals for users and 
optimize the network resource allocation tasks for the system. 
The transport network connecting the central processing pool 
and the distributed RRHs is usually deployed using optical 
fibers. The RRHs transmit RF signals, which are formed by 
using baseband signals received from BBUs, to UEs in the 
downlink or forward the baseband signals from UEs to the 
BBU pool for further processing in the uplink. By conducting 
most signal processing functions in the cloud (i.e., by BBU 
pool), RRHs can be relatively simple. 

We consider coordinated downlink communications in the 
Cloud-RAN with K RRHs and M UEs. Let K and U be the 
sets of RRHs and UEs in the network, respectively. The cloud 
processes baseband signals from which RRHs form RF signals 
for transmission to the UEs. We assume that each UE is served 
by a specific group of RRHs, which receive corresponding 
baseband signals from the cloud. This coordinated transmis­
sion scheme aims to exploit antenna resources available at 
different RRHs to mitigate the interference [1], [2]. Let us 
denote 

tk = { 1 
u 0 

if RRH k serves UE u 

otherwise. 
(1) 

Then the set of RRHs who serve UE u can be determined as 

Ru = {klk E R, t� = 1}. (2) 

For a specific RRH allocation solution represented by 
{RI, R2, ... , RM } , the transmission strategy in Cloud-RAN 
can be summarized as follows. The cloud collects data of 
UE u from the core network, produces baseband signals, and 
determine the precoding vectors for the corresponding RRHs. 
Then, it sends the baseband signals and precoding vectors 
of each UE u to the serving RRHs in the set Ru over the 
fronthaul links. Finally, each RRH will up-convert the received 
baseband signals to the RF band and transmit to corresponding 
UEs using the received precoding vectors. 

In this paper, we consider the MISO transmission from 
RRHs to UEs where RRH k is equipped with Nk antennas and 

2 

each UE has a single antenna. We assume that UE u receives 
symbol sequence Xu E <e of unit power, which is transmitted 
by RRHs in set Ru upon receiving the processed baseband 
signals from the cloud. Denote v� E <eN/ x 1 as the precoding 
vector at RRH k corresponding to the signal transmitted to UE 
u. Then, the transmission power of the RF signal from RRH 
k in the set Ru for UE u can be expressed as 

(3) 

Let P be the vector whose elements p� ?: 0, Vk, u repre­
sents transmission powers p� given in (3). Specifically, p� = 0 
implies that RRH k does not serve UE u; then, the fronthaul 
link from the cloud to RRH k does not consume any capacity 
for carrying the baseband signal of UE u. Hence, the transmis­
sion power vector P also indicates the number of baseband 
signals carried by the fronthaul links, which corresponds to the 
number of non-zeros elements of P. Moreover, the number of 
baseband signals carried by the fronthaul link from the cloud 
to the RRH k can be written as 

Ck(P) = L is(p�) (4) 
uEU 

where is (x) (x ?: 0) is the step function which is determined 
as 

is (x) = { � if x> 0, 
if x = o. 

(5) 

We also impose the constraint on the total transmission 
power of RRH k by its maximum power budget Pk (k E K), 
which is described as 

L p� � Pk, Vk E K. 
uEU 

(6) 

Given the RRH allocation solution, the corresponding base­
band signal Yu received at UE u can be written as 

M " hkH k "" hlH I Yu= � u vuxu+ � � u ViXi+Zu, 
kE'Ru i=l,#u lE'Ri 
'-v--' ' _--" 

desired signal interference 

(7) 

where h� E <eNk x 1 denotes the channel coefficients between 
RRH k and UE u, and Zu describes the noise at UE u. Also, 
the signal-to-interference-plus-noise-ratio (SINR) achieved by 
UE u is 

I L h�Hv� 1 2 

kE'Ru 
r u (V) = ----'-------'.".2--

f I L 
.. 
hLHv; 1 + (72 

i=I,#u lE'R; 

(8) 

where (72 is the noise power and V is the vector formed by 
concatenating elementary vectors V� , k E Ru, which represent 
the corresponding precoding vector. 

We further assume that each UE u aims to maintain her 
required QoS which is represented by the corresponding target 
SINR 1u. Then, this QoS requirement can be described as 

Vu EU. (9) 
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B. RRH Clustering Constraints 

To limit the computational complexity in large networks, we 
can limit that each UE may only be served by certain nearby 
RRHs. Denote Ku (Ku <;;; K) as the maximum set of RRHs 
which are allowed to serve UE u. Note, however, that the set 
of RRHs Ru due to our proposed algorithm would be one 
sub-set of Ku. Accordingly, we can also define the set of UEs 
which can be served by RRH k as 

(10) 

Under these clustering constraints, RRH k can only receive 
from the cloud the baseband signals of UEs in set Uk. Accord­
ingly, the utilized fronthaul capacity Ck is upper bounded by 
both the cardinality of Uk and the available fronthaul capacity. 
We employ Ck'ax = IUk I to denote this maximum limit in this 
paper. 

Remark 1. If the UEs are allowed to communicate with all 

RRHs in the network then we have Ku = K for all u E U; 
therefore, Uk = U and Ck'ax = M for all k E K. 

C. Problem Formulation 

In this following, we present the formulations for the FCPM 
and PFT problems. These problems aim to determine the set 
of RRHs serving each UE and the corresponding precoding 
vectors for all RRHs (i.e., represented by V) to minimize 
the total transmission power under the constrained fronthaul 
capacity in the FCPM problem, and to minimize the weighted 
sum of total transmission power and fronthaul capacity in the 
PFT problem. 

1) Fronthaul-Constrained Power Minimization Problem: 

In this problem, we assume that the fronthaul link between the 
cloud and RRH k is capable of carrying at most Ck baseband 
signals for UEs. This is transferred in the following fronthaul 
capacity constraints 

Ic/k E K. (11) 

where we have Ck ::; Ck'ax, Ic/k E K due to the clustering 
constraints described above. We are now ready to state the 
FCPM problem as 

minI: I:P� 
V,P kEKuEU 
S.t. constraints (3), (6), (9), (11). 

(12) 

The optlllllzation problem (12) is indeed a mixed integer 
program, which is an NP-hard problem. 

2) Power and Fronthaul Capacity Trade-off Problem: We 
start by introducing a pricing coefficient qk for RRH k, which 
can be interpreted as the price per unit fronthaul capacity for 
the link between the cloud and RRH k. Then, the PFT problem 
can be formulated as 

min I: I: P� + I: qkCk(P) 
V,P kEKuEU kEK 
S.t. constraints (3), (6), (9). 

(13) 

3) Relationship between FCPM and PFT Problems: 

Let CFCPM [C1, C2, ... , CK] denote the vector of 
maximum fronthaul capacity limits and C��\( q) 
[C�P\q), C�Pt(q), ... ,C�r(q)] describes the vector of opti­
mum fronthaul link capacity due to the PFT problem for a 
given price coefficient vector q = [ql, q2, ... ,qK]' Then, it 
can be verified that the optimal precoding vectors and the 
transmission powers of FCPM and PFT problems are the 
same if C��T(q) = CFCPM. This important fact enables us 
to develop an adaptive algorithm to solve the FCPM problem 
based on adjusting the pricing parameters q and solving PFT 
problem iteratively in attempting to attain C��T (q) = CFCPM' 

III. ALGORITHM DESIGN 

We describe our proposed algorithm to solve the FCPM 
problem based on the solution of the PFT problem first. Then, 
we present the algorithm design to address the PFT problem. 

A. FCPM Problem Solution 

We propose a novel algorithm to solve the FCPM problem 
by iteratively solving the PFT problem while smartly adjusting 
the pricing coefficients {qk }. Our proposed algorithm is de­
veloped based on assumption of that the PFT problem can be 
solved, which will be described in the next subsection. The key 
idea is to adjust the pricing PFT problem so that C��\ (q) is 
equal to CFCPM. This algorithm is explained in the following. 

At the first iteration, q is set so that C��\ (q) is as large 
as possible. This can be achieved by setting q = OKXl, 
which translates the PFT problem into the power minimization 
problem (PM) without any fronthaul constraint. Since the 
bigger set of {Ru } provides larger feasible set of V, the 
optimum solution of PM can be achieved as Ru = Ku. This 
implies that we have c�Pt (q) = Ck'ax for all k E K. Then, we 
iteratively adjust the pricing coefficients to decrease elements 
in C�\(q) toward their maximum allowable limits CFCPM. 
In the following, we establish some theoretical results based 
on which we develop the mechanisms to update the pricing 
coefficients. 

Proposition 1. Suppose that qi are fixed for all RRHs i E K / k 
then we have 

1) c�Pt (q) is a decreasing function of qk. 
2) There exists an upper bound 15k for RRH k where if qk ;::: 

15k then c�Pt (q) can not be further decreased. 

3) When qk ;::: bb if c�Pt(q) > Cb FCPM is infeasible. 

Proof The proof is given in Appendix A. D 

Proposition 2. For any q, if we have LkEKqk(C�Pt(q)­
Ck) ;::: LkEK Pb then FCPM problem is infeasible. 

Proof The proof can be found in Appendix B. D 

These results form the foundation based on which we can 
develop an iterative algorithm presented in Algorithm I, which 
describes how the the pricing coefficients are updated over 
iterations. In the [th iteration, the main operation is conducted 
in steps 7-8 where other steps establish the stopping conditions 
based on the results in Propositions 1 and 2. In step 8, we 
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Algorithm 1 PRICING-BASED ALGORITHM FOR FCPM 
PROBLEM 

1: Initialization: Set q(O) = OKXl. 
2: Iteration l: Solve PFT problem with q(l-l) to obtain 

Copt ( (l-1)) PFT q . 
3: if LkEK qk(C�P\q) - Ok) ;::: LkEK Pk then 
4: Stop, the problem is infeasible. 
5: else if there does not exist c�Pt > Ok, Ic/k then 
6: Stop, the solution is achieved. 
7: else if there exists c�Pt > Ok then 

8: Fix q;l) as q;l-l) for all i E Kjk and search qk1) so 
that c�Pt(q(l») = Ok. 

9: if It fails to find qk1) then 
10: Stop, the problem is infeasible. 
11: end if 
12: end if 
13: Increase l = I + 1, back to step 2. 

attempt to decrease the value of c�Pt (q) which was greater 
than the allowable limit Ok by searching the value of qk1) in 
(qk1-1), Ok1-1») in order to decrease c�Pt(q) toward Ok. The 
binary searching method can be employed. If it fails to find 
such qkl) , FCPM is infeasible according the third statement of 
Proposition 1. The algorithm will stop if copt converges to 
C. Otherwise, one element qk of q, whose the corresponding 
c�Pt (q) is greater than Ok, is increased in each iteration 
as described in Algorithm 1. In any particular iteration (l*), 
if we have LkEKqkl*)(C�P\q(l*») - Ok) ;::: LkEKPk and 
c�Pt( ql*) ;::: Ok (lc/k), we can conclude that the problem 
FCPM is infeasible by invoking the results in Proposition 2. 

B. PFT Problem Solution 

We now develop an efficient algorithm to solve the PFT 
problem based on concave approximation of the function is (.). 
For x;::: 0, the step function is(x) can be approximated to the 
concave penalty function iexp, \jJ (x) as 

is(x) ;::::; 1 - e-wx, (14) 

where W » 1. Using this approximation, the PFT problem 
can be relaxed to the following problem 

min L LP� + L Lqk (1- e-wp:) 
P,V kEK uEU kEK uEU 
s.t. constraints (3), (6), (9) 

(15) 

where the objective function is concave and the feasible region 
corresponding to all the constraints is convex. This problem 
is of the following general form 

ming(x) subject to x E F, (16) 
x 

where g(x) is concave with respect to x and F is the 
corresponding feasible region. This problem can be solved by 
using the gradient method as follows. We start with x(O) E F 
and then iteratively determine the better solution as 

x(n+l) = argming(x(n») + \7g(x(n»)(x - x(n») S.t. x E F 
x 

(17) 

4 

In particular, x(n+l) needs to be determined from the follow­
ing problem 

min \7g(x(n»)x S.t. x E F (18) 
x 

We now go back to our problem where we let x repre­
sent to all precoding vectors and powers, and g(x) denote 
the objective function of the problem (15). Then, we have 
\7g(x)x = LV(u,k) (l+qkWe-wP:)p�. By applying the 
gradient method, we can solve problem (15) by iteratively by 
solving the following problem until the convergence 

where 

min '" '" ak(n)v
kH v

k 
v�� u u u 

kEKuEU 
S.t. constraints (6), (9). 

k( ) .T, k.(n-l) 
au n = 1 + qkWe-'¥Pu . 

(19) 

(20) 

The problem (19) is a weighted sum-power minimization prob­
lem, which can be transformed into the well-known convex 
semi-definite program (SDP) as follows. 

1) Weighted Sum-Power Minimization Solution: For the 
predetermined sets {Ku} , let v u denote the precoding solution 
over all RRHs in set Ku serving user u, which is defined as 
vu = [V�1,V�2 ... V�uul where {Ul, ... ,Uau} = Ku and au = 
IKul. So, we have Vu E CNuXl where Nu = LkEKu Nk. 
Here, we are interested in determining v u because we have 
v� = 0 for all i tf. Ku (i.e., the precoding vector is equal to 
zero for any RRH that does not serve the underlying UE). 

Let us define Wu = vuv;!, we have Wu E CNuxNu. It is 
positive semi-definite (W u � 0) and has rank one because it is 
generated from vector Vu' We also define the channel vector 
hi - [hi1 hi2 hiui 1 d Hi - hi hiH ..  11 . E U u - u' U" " u an u - u u lor a u, t . 

Then, the SINR constraint for UE U in (9), and the power 
constraint for RRHs can be rewritten in the matrix forms as 

Tr(H�Wu) -1'u L Tr(H�Wi);::: 1'ua2, Ic/u E U, (21) 
iEU/u 

LTr(E�Wu) :s; Pk, Ic/k E K (22) 
uEU 

where E� = diag(ONul xl, ... , INu, xl, ... , ONuau xd if Ui = 
k. Therefore, the weighted sum-power minimization can be 
formulated as the following SDP problem 

M 

min LTr(Du W u) 
{Wu}�1=1 u=l 

s.t. constraints (21), (22), 
W u � 0, rank(W u) = 1, Ic/u 

(23) 

h D d· ( u1(n) 1 uu,,(n)I ) Th' w ere u= lagau NU.,Xl, .. ·,au Nua"Xl . IS 
transformation reveals structure of the precoding design prob­
lem. Specifically, if we remove the rank-one constraints 
rank(W u) = 1 from (23) then the resulting problem is convex. 
In fact, this relaxed problem is the semi-definite program 
(SDP), which is convex and therefore can be solved easily 
by using standard tools such as CVX solver [11]. As given in 
Theorem 3.1 of [12], if (23) is feasible, then it has at least one 
solution where rank(W u) = 1, for all U E U. Then, Vu will 
be calculated as the eigenvector of W u. 
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Fig. 2. Simulation model 

2) Algorithm Design: The algorithm to solve (15) is given 
in Algorithm 2. The convergence of Algorithm 2 follows from 
the convergence guarantee of the gradient method (18). 

Algorithm 2 SDP-BASED ALGORITHM FOR PFT PROBLEM 

1: Initialization: Set n = 0 and o:�(O) = 1 for all (k, u) . 
2: Iteration n: 

a. Solve problem (19) with {o:�(n-1)}. 
b. Define (p(n), v(n») . 
c. Update {o:�(n)} as in (20). 

3: Set n := n + 1 and back to Step 2 until convergence. 

C. Design Summary 

Algorithm 1, which is proposed to solve the FCPM problem, 
is based on the solution of the PFT problem, which can be 
obtained by using Algorithm 2. Note that the maximum cluster 
size will determine the computational complexity of our design 
since the size of the precoding optimization variables in (19) 
and (23) will vary accordingly. 

IV. NUMERICAL RESULTS 

The effectiveness of our proposed design is validated 
through simulations based on the 19-cell (K=19) wrap-around 
network setup with 3 users per cell (M = 57) and 4 
transmit antennas (Nk = 4) at each RRH as illustrated in 
Fig. 2. The UEs are randomly located inside each cell so 
that distance between them and their nearest RRH is d or 
d/2. The distance between two nearest RRHs are 2d where 
d = 250 m. The channel gains are generated by considering 
both Rayleigh fading and path loss which is modeled as 
L� = 36.8IoglO(d�) + 43.8 + 20IoglO(-�') where d� is the 
distance from UE k to RRH k; Ie = 2.5GH z. The noise power 
is set equal to 0"2 = 10-13 W. \[f = 103 and Pk = 10 W for 
all k E K. 

In Fig. 3, we present the variations of total transmission 
power of all RRHs versus the total capacity of all fronthaul 
links. To obtain these results, we set all pricing coeffcients 
equal to q and vary this value to achieve the trade-off curve 
between transmission power and total fronthaul capacity. As 
can be observed, the transmission power decreases if we 
have larger fronthaul capacity. However, the power becomes 
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Fig. 5. Total transmission power versus the fronthaul capacity. 

saturated as the total fronthaul capacity is sufficiently large. 
This tradeoff illustrates the design intuition where we can 
utilize these tradeoff results to determine the operating point 
of the FCPM problem. 

Fig. 4 shows variations of the utilized fronthaul capacity 
over iterations due to Algorithm 1. This confirms the conver­
gence of our proposed algorithm. In addition, the higher target 
SINRs result in longer convergence time. Finally, Figs. 5 and 
6 illustrate how the total transmission power varies with the 
fronthaul capacity and the cluster size (i.e., maximum number 
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Fig. 6. Total transmission power versus maximum cluster size (maximum 
number of RRHs serving one user). 

of RRHs serving one user), respectively. As can be seen, the 
network can achieve the better performance when the fronthaul 
capacity is larger as shown in Fig. 5. Also, the larger cluster 
size results in smaller total transmission power as confirmed 
by Fig. 6. Recall, however, that larger cluster size increases 
the computational complexity of our proposed algorithms. 

V. CONCLUSION 

We have presented efficient and low-complexity algorithms 
for downlink coordinated transmission in Cloud-RAN where 
we aim to minimize the total transmission power subject to 
constraints on transmission powers, fronthaul capacity, and 
required QoS of users. Numerical results have illustrated 
the efficacy of our proposed algorithms and the impacts of 
different parameters on the network performance. 

ApPENDIX A 
PROOF OF PROPOSITION 1 

A. Proof of Statement 1 in Proposition 1 

We consider two pricing parameters vectors q and q' where 
q� > qk and q� = qi for all i f= k. Let (P, V) and (PI, V') 
be the solutions of PFT problem with q and q/, respectively. 
Then, we have 

L Pi. + L qjCjpt(q) � L Pi: + L qj Cjpt (q/) 
\f(u,j) jEJC \f(u,j) jEJC 

L Pi: + L qj Cjpt (q/) � L Pi. + L qjCjpt(q) 
\f(u,j) jEJC \f(u,j) jEJC 

After combining and simplifying these two inequalities, we 
have (q� - qk)C�P\q/) � (q� - qk)C�P\q). Then, we have 
finished the proof for the first statement. 

B. Proof of Statement 2 in Proposition 1 

Let pt = LkEJC Pk. We choose Ok = pt + Li# qiC';ax. 
Now, we prove that for any (P, V) satisfying constraints (3), 
(6), (9), we all have Ck(P) 2: c�Pt(q) if qk 2: Ok. Let poPt(q) 
be the total power solution of PFT problem with q. Because 
(P, V) satisfying constraints (3), (6), (9) we have 

poPt(q) + L qiC�Pt(q) � L p� + LiEJC qiCi(P) 
iEJC (u,k) 

popt(q)_ L p:+LqiC�Pt(q)-Ci(P) 
---+ CkoPt(q)- Ck(P)� (v.,k) ii'k 

qk 
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Then, we have C�P\ q) -Ck(P) < 1 if qk 2: Ok. In addition, 
c�Pt( q) and Ck(P) are integers. Hence, Ck(P) cannot be 
smaller than c�Pt ( q). 

C. Proof of Statement 3 in Proposition 1 

From the proof of statement 2, we can see that there exists 
no (P, V) satisfying constraints (3), (6), (9) so that Ck(P) = 

Ok < c�Pt(q). Hence, the last statement of Proposition 1 is 
proved. 

ApPENDIX B 
PROOF OF PROPOSITION 2 

We assume that there is q so that LkEJC qk(C�Pt(q)-Ok) 2: 
LkEJC Pk· If the problem FCPM is feasible, then there exists 
(P, V) satisfying constraints (3), (6), (9) so that Ck(P) = Ok 
for all k E K. Then, we have 

poPt(q) + L qkC�Pt(q) � L p� + L qkOk 
iEJC (u,k) iEJC 

L qk(C�Pt(q) - Ok) � L p� - poPt(q) < L Pk 
kEJC (u,k) kEJC 

This results in a contradiction. Hence, the problem FCPM must 
be infeasible. 
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