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Abstract—Caching is an approach to smoothen the variability strategy is to group files with similar popularities and igmo
of traffic over time. Recently it has been proved that the lock caching opportunities among files from different groupse Th
memories at the users can be exploited for reducing the peak ¢4che of each user is then divided into several segments, eac

traffic in a much more efficient way than previously believed.In t dedicated t h If th b f
this work we improve upon the existing results and introduce S€9MeNt dedicated to one such group. It the number of groups

a novel caching strategy that takes advantage of simultanes IS large, then the cache size dedicated to each group, aasvell
coded placement and coded delivery in order to decrease the the number of files within each group will be small. Another

worst case achievable rate with2 files and K users. We will show case appears when there are few popu|ar television hits, say

el , . o
that for any cache sizez < M < 1 our scheme outperforms the  , Netflix, which are streamed by millions of users across the
state of the art. world

Index Terms—Coded Caching, Content Delivery, Improved ] o .
Achievable Rate In this work we take a step in improving the performance

The performance of content delivery services is highg'zf caching strategies for small cache sigewhen K > N.

dependent on the habits of the users and how well t
servers model these habits and adapt their content ditribu
strategies to them. A basic observation of these habitseis
temporal variability of the demands which in its simples
form can be formulated as high congestion during a particula. . ;
time interval and low traffic for the rest of the day. Ong\'Ith the point found in[[4].

popular mechanism that the network can adapt to cope withFor the sake of brevity we skip the formal statement of
this issue is caching: during the low traffic time intervatthe problem. It is precisely the setting describedLih [1]eTh
typically mornings, the servers store parts of the contant fiest of the paper is organized as follows: In Secfibn | we
local memories of the users which may be helpful in th&ill demonstrate the ideas in our caching algorithm via a toy
evenings, and hence reduce the peak traffic load. A notag¥ample. In Sectiohlll we will provide formal description of
challenge with this strategy is that typically the servers aour placement and delivery strategies for the general taae,
not aware of which contents will be requested by the usdfswhenkK is arbitrary andV/ = % for somem € {1,..., K-

in the peak time. Therefore, the caching of contents in loch}. In SectionIll we prove the correctness of our algorithm
memories must be performed in such a way that regardless28f find its achievable rate. Finally, in Sectiod IV we conepar
what requests the users make, the contents are still heipfuthe performance of our algorithm with the state of the art
reducing the traffic, as much as possible. techniques introduced inl[1].[4].

Perhaps the simplest solution to this problem is to paytiall
store every file at the local caches of the users and trarieder t
rest of the data uncoded according to the demands made in the |
delivery time. In their seminal works1[1].][2] Maddah-Ali dn
Niesen have proved that by using network coding techniques
this simple strategy can be significantly outperformed i€on \We demonstrate our caching strategy via the simplest ex-
allows coding across different files on the server and jpintample which fully represents all the ideas involved in our
optimizes the caching and the delivery strategies. algorithm. Assume we hav& = 2 files A and B, of equal
Despite its impressive potentials, the caching stratettg-in size andK = 6 users each with a cache of sidé = 0.5
duced in[1] is known to perform poorly when the cache siz@ormalized by file size). We break each file ir‘(@ =20
is small, and in particular when the number of users is muglarts of equal size and index each part by a set of size three
larger than the number of filed{ > N. The applicability 7 = {di,ds2,d3} wherel < d; < dy < ds < 6. User
of this paradigm in real world scenarios is manifold. A good=1,...,6 storesA+ @ By in its cache if and only i¥ € 7.
example is when the files on the server vary widely in thein the following table we represent the content of the cache
popularity. It has been proved [3] that a nearly optimal dagh of each user:

is scenario has been studied before [4] where a new point
,R) = (%, Z=LN) is shown to be achievable for arbitrary
tﬁ and N that satisfyK > N. In this work we will find K —1

ew points for the case aV = 2 and K arbitrary. One of

eseK — 1 points, namely(M, R) = (+, @) coincides

. EXAMPLE 1
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User 1 User 2 User 3 need to separately transmit them:
A123 @ Bi2s | A123 © Bz | A123 ® Bias
A124 @ Biag A124 @® Bi2a A134 @ Bi3a Bi4s @ Bias © Bise = (B134 @ Bi3s @ B145) S
A125 @ Bias | A125 @ Bias | Ai3s @ Biss (B134 @ B3 @ Big) @ (Biss ® Bi3s @ Bisg)
Ai56 @ Bise | Aose © Bose | Azse © Base and
User 4 User 5 User 6 Bays © Baye © Base = (Basa © Bazs @ Bags) ©
A124 @ Bi2a | A125 © Bias | A126 © Bias (B234 © Bage @ Baag) @ (Bazs © Base © Base) -
Ai34® B Ai35 ® Biss | Aize @ B _ - .

1o 1o ' ' 1960 190 Therefore, in total, we are transmittirdy messages in the
A145 ® Bias | A1as © Bias | A1a6 © Biae . . -~

delivery phase which shows we are transmitting at rate-

Ayss ® Buss | Auss ® Buss | Auss © Buse 55+ 1he worst case achievable rate is obtained by considering

all possible choices of different users ovérand B. In our

Since the size of each subfile s and there are 10 subfilescase, this happens precisely when two users askAfand

stored at each cache, the total size of each caché is 0.5.

the other four ask fo3 (or vice versa) which is the scenario

Now assume usersand?2 ask for file A and users, 4,5 and we studied. This proves that the poift/, R) = (0.5, 27) is
6 ask for B. In the delivery phase we start by transmittingichievable wherk = 6 and N = 2.

subfiles of the formA+ or By. For each such indef we

720

decide whether to transmit; or By depending on how many 1. FORMAL DESCRIPTION OF THECACHING ALGORITHM

digits of 7 are from{1, 2} and how many are fror{i3, 4, 5, 6}.
More precisely, we fix an integdr < j < KM + 1 and for

every such sef” follow this rule:
If |TN{3,4,5,6}] > j then transmitAr. Otherwise, of size M = 2 for some integer < m < K — 1. Similar
transmitBr.
As we will show in Sectiori 1ll, there is an optimal (notplacement and the delivery phases. We now formally describe

necessarily unique) choice for this parametexhich in our

case is2. Therefore, we transmit:

In this section we describe our caching algorithm for the
general case. The setting is as follows: we have- 2 files,
which we named and B. We haveK users each with a cache

to [1] our caching strategy is comprised of two phases: the

each phase.

A. Placement Strategy

IT(13.4,5,6}] = 3: Asus, Asas, Asse, Asse. Supposel/ = ™ for some integet < m < K —1. Partition
|Tﬂ{3, 45,6} = 2: Aiza,Aiss, Ai3e, A1as, each file into(¥) subfiles of equal size and index each subfile
Avas, Avse. Aoss. Aoss. Aosg. Avus. Asts, Avs with a set of sizem, i.e. T = {dy,...,d,} wherel < d; <

b) 209 b) b) b D9 b 20 d2 < . < dm S K_
I7(){3,4,5,6} = 1: Biss, Biaa, Buas, Buss. Store A7 @ By at the cache of usef if and only if £ € 7.
-1

This requires’EIT*)1 = 7 bits which is the size of the cache.

At this stage, each user has access to every subfile he needs

except: B. Delivery Strategy
User 3| Bias | Bias | Biso | B2as | Boss | Bass | Baso Without loss of generality, assume the firktusers ask
User 4| Biss | Bise | Bise | B2ss | Bass | Base | Bsse for file A and the lastK — L users ask forB for some
User 5| Bisa | Bise | Biae | B23a | B2z | Baas | Baas L € {0,...,K} (otherwise sort and re-label the users and
User 6| Bisa | Biss | Bias | Basa | Boss | Baas | Bsss | the subfiles). IfL = K or L = 0 we transmit allA or By

The last stage of the algorithm is to help each user recowibfiles, respectively (therefore, the delivery rateris= 1).
the remaining subfiles. We can transmit (a more formal wdyom here on we assume € {1,..., K — 1}. The delivery
of accomplishing this is given below in Sectibn 11-B).

Bi34 ® Biss ® Buss
Biss © Biss @ Bise
Basy @ Bags @ Bass
Bass @ Base @ Basg

B134 ® B13s ® B1ae
Biss ® Bi1as ® Bise
Boss ® Base © Ba4e
Boays ® Baas © Base

strategy is as follows: Fix an integér< j < m + 1. Then:

1) TransmitAy ;s for all sets7 and S such that|7] +

|S| = mand|S| > jandT C {1,...,L} andS C
{L+1,...,K}.

2) TransmitBy ;s for all sets7 and S such that|7] +

|S| = mand|S| < jandT C {1,...,L} andS C

(L+1,.. K}
3) TransmitM7s = A7ys ® D rer A(TUON\EHUS
which helps each user i43,4,5,6} recover their desired for all setsS and7 such thatlS|+|7| = m and|S| < j
subfiles. Nevertheless, an important observation hereas th ~ and7 € {2,...,L} andS C {L+1,...,K}.

the fourth and the eighth messages in the chain above, thaf) TransmitNr s = Brys®>_ses BTU(s ULL+1)\(sh)
is Bias @ B1as ® Bise and Bays ® Baag ® Basg can already for all setsS and7 such tha{S|+|7| = m and|S| > j
be constructed using the earlier transmissions and thete is and7 C {1,...,L} andS C{L +2,...,K}.

Bsys @ Bsas @ Bsse ® Buse



I1l. ANALYSIS Therefore, the total number of messages sent in the delivery

A. Correctness phase multiplied by message size is:

We will show that each user is capable of decoding his . Zﬁﬁj&éﬁ:ﬁl) (KB (B2
desired file based on his cache content and based on th&x(M,L,j) = 1+ ’ &)
messages sent in the delivery phase. Let us concentrate on in(m, K—D—1) m
user/ for somel € {1,..., L}. The arguments are analogous Z?:;;’(jym,m (K_f_l) (mL_l)
forte{L+1,...,K}. + 5

Based on the messages sent in step 1 of the delivery phase,
user¢ can decode alil - ; s when|S| > j. From the messages e make the following observation:

in step 2, usef can decodelrys when|S| <jandl € T. proposition 1. There exists a solution toj* =

What are left to decode after these two phases 4§ s argmin; Ry (M, L, j) that satisfiesj* = [ (1- _)] .
when|S| < jand?¢ ¢ T. If £ = 1, he can decode these ' _ .
messages fromMrs = Ar s ® X,cr AT UNI\ ) US Pro.of: Flrst note that we can rest.ng:t to max(m — L+
which are sent in step 3 of delivery. If # 1 but1 € 7, 1,0)<j* <min(K —L,m+1) since ifj* < max(m — L +
user/ can again decodd s from M s sentin step 3 of 1 0) thenky (M, L, j*) = Ry (M, L, max(m—L+1,0)) and
delivery whereT” = (T (J{¢})\{1}. Assume now that 1 if j* > min(K — L,m + 1) then we haveR (M, L,j*) >
and1 ¢ 7. User/ forms: Ry (M, L, min(K — L,m +1)).
Next we prove thatj > m(l — L), If j* = min(K —
L,m+1) thSe_n the |r_1equz;1_l|ty :s tnwﬁll gs%nj\f; miil(ll)fg
L,m+1. incej* is optimal, we hav ,L, 5" >
Mr.s & ;M(TU””\“}’S Ry (M, L) ). It follows that: " !

Y Arys® Y ATumnmus: (1) Bic(M, L, 77 +1) - RKMLJ )20
- EAE )
To establish (a), first note that each term of the form 7 m=J
Aqrumnmhus, t1 € T appears exactly twice on N K-1L
the left hand side of the equation, once M7t s K—-L-j° L- m+J* -
and once in My jy)\{n}.s- Each term of the form - j*zm(l—%).

A((TU{ll})\{thb})US' t1,ta € T, t1 # to also ap-
pears exactly twice, once iV 1 j)\(r,}.s and once Finally, we show thaj* < m(1—%£)+1.If j* = max(m—L+
in M7 ygep\{t=},5- On the other hand, each term of the,0) then the inequality is trivial. Assume th#t > max(m—
form A«ryunmyus t1 € T appears exactly once inL +1,0). Then from optimality ofj it follows that (similar
M7 ey\fi.y.s- Finally, the termAr ;s also appears ex- to the previous case&éK(M L,j*—1)> Rxg(M,L,j*) =
actly once inMy s. From Equation[{l1) usef can recover j* — 1 < m(1 — —) Putting these two inequalities together,
A7 s since he knows every other term in the summation.we obtainj* = [m(1 — £)].

[ |

B. Achievable Rate We can now define

We count the total number of messages sent in the delivery

h d multiply this by the size of each that | S oz (T ()
plase and multiply this by the size of each message thatisp (/1) — 14 (K) i J\m—i
K
m%irst note that each index appears exactly once in the first Z?lm m,K—L-1) ( )( )
two steps of delivery. Therefore, the number of messagés sen + L ()
in these two steps i ). ()
The number of messages sent in step 3 of delivery is with m = MK and j* = [ 1-£ ] The achievable rate
j—1 is the maximum ofR x (M, L) over all possiblel < L < K:
#msgs = > #msgg|S| = i) Ric(M) = max R(M,L). 3)
i=0 0<L<K
min(GLK=L) 0 N /L —1 IV. COMPARISON WITH THE STATE OF THE ART
N Z ( i ) (m - z) ' In this section we perform a comparison between the achiev-

=max(O,mmttt) able rate of our scheme and that bf [1]] [4]. The achievable

Similarly, the number of messages sent in step 4 of delivefyte of our scheme forx = 10 and N = 2 is plotted
is in red in Figure[ll and is found via equatidn (3) for every
min(m,K —L—1) M e {X,..., =11 We again emphasize that the leftmost
K-L-1 L K K 7% :
#msg$ = Z ] . point of our curve, heré {5, =) has been previously found
i—max(jm—L) ! m=t in [4]. The achievable rate via Maddah-Ali-Niesen caching



) ‘ K=10,N=2 the other hand, since the memory sharing strategy integsola

- Naddah A Niesen between the pointd/ = % and M = 12, the minimum file
RAN —Memory-Sharing | size form € {4,...,9} must be (see Appendix B)
16F N ]
4 no_ (w0 7(12 — m)
s ] min =\ 3 ) ged{7(12 = m), m — 3}
12}
g 10 m—3
©
€t + <6>gcd{7(12—m),m—3} @
2os
8osl ] which is strictly larger than(}g) for any m € {4,...,9}.
oal The difference becomes particularly visible, for instanteen
' m = 9 where memory sharing requires a file size abbufi
0.2 times larger than directly applying our caching strategy fo
% 05 ] 15 2 m=9.

Cachelsize, M
V. CONCLUSION
Fig. 1. Comparison of the achievable rate of our cachingesiyawith that The small cache paradigm with much larger number of users
of Maddah-Ali-Niesen fork’ = 10, N' = 2. than files has not received as much attention in the litezatur
as it deserves. In this work we took a step in improving
the achievable rate of this regime by introducing a novel
caching strategy for arbitrary number of users and 2 files. Ou
r‘ﬁ?gorithm takes advantage of simultaneous coded placement
and coded delivery to improve upon the achievable rat€lof [1]
when the cache is smaller than the size of one file. Future
work will explore the possibility of generalizing our canbi
Proposition 2. Let Rx (M) be our achievable rate as definedalgorithm to more than two files.
in @). Let Rx (M) be the achievable rate froni][1]. Then we

outperforms that of{[1] for every/ at which both rates are

defined, that is\ € {2, = ..., &KF”} and for everyK.

The proof is in Appendix A.

have: APPENDIXA

Rx(M) < Rg(M), Proof of Proposition 2:

K From [1]:
VK, VM e {2, 2 Azl =1 _1)}
, TR K . R M ) 1 N

) o . ) Rg(M) = K(1 - —=)min{——7F7, =}
The inequality is strict, except when bakhis odd andM = N 1+5 K
K—-1
K 1 if K isodd andM = £,

For the sake of completeness we have plotted a lower bound N 2 — M Otherwise.

on the achievable rate (the dotted black line). Sih¢e [Hreh _ N

has been several works to improve this bound [B], [6], [7]f & is odd andM = “—, then we have
The bound that is plotted here corresponds to the worklin [6] - o 1N 1_ P
(which in this case coincides with the lower bound given in R(M, L) = Rx(M, L, j = K = L) = 1 = Ri(M).

[@n. We will show that if K is even orM < %£-1 then
: o : ; Ry (M) < Ry (M). We consider three cases. First assume
A. Memory Sharing and Minimum Size of the Files L'> K — m. Then we have:

In Figure[1 we have also plotted the memory sharing region

(green curve). The two points marked by arrows contribute Re(M,L) < Rg(M,L,j=K-L)

. . . . . . K—-L-1 K—L\(L-1
to this region. The first point (found iri][4]) i$55,2) and - 14 Yicmaom—rrn (7 )G
the second point i$, %) The leftmost point from[[1] that ()
contributes to the memory sharing region(i%, %). As K (K- m
grows large there will be more pointis< M < 1 contributing < 1+ (?) =2- 5= Ry (M).

to the memory-sharing region. For instance wh€n= 16,
_at K =23 there_ are 4 new points. However this dependency R (M, L)
is not monotonic inK.

: . . . Zm (Kfol)( L )
It is noteworthy that when the file size is small, the other 14 Zi=moLt i m—i

< Ri(M,Lj=m~—L+1)

points found by our scheme which lie within the memory (K)
sharing region are still relevant. Recall first that our sche K1 "
requires each filed and B to be of size at Ieas@?) for any < 1+ ( m ) —_g_ M _ RK(M)

particular memory sizeM = Z,m € {1,...,K —1}. On (K) K



Finally, assumd. < K —m andL > m + 1. Then: [7] C. Tian, “A note on the fundamental limits of coded caghinarXiv
. preprint arXiv:1503.000102015.

m—1 (K—Ly (L—1 K—L-1\ (L

=0 ( i )(mfz) + ( m )(O)

o ®)
N ) R i el G
(m)
< 2—%:RMM)
[ |
APPENDIX B

Proof of Equation[{4):

First note that the poind/ = 2 requires(’y) bits and the
points M = 12 needs(’y) bits (from [1]). In order to perform
memory sharing for a point/ = % for somem € {4,...,9}
we need to first divide filed into two subfilesA™") and A()
(same forB). We also break the cache infd ") and M ()
such thatsize(M ™)) = 12=m5iz¢(M?). Due to the par-
ticular caching strategies used at the two end points, we hav

size(M™M) = l%size(A(l)) andsize(M () = %size(A(z)).

Therefore,
12 12 —
3sz'ze(A(l)) = —size(A(Q))im
10 10 m—3
4(12 —
= size(AW) = (mi_;n)sme(flm)-

But size(AM) must of the form()¢ for some integer.
Similarly, size(A®) = ()¢ for some integer’. Thus:

(130) ¢ - 4(17737_—?) (160) v

¢ T12-m)
¢ m-3
To choose the smalleéand?’ we havel = 7(12—m)

ged{m—3,7(12—m)}

and/ = WM. The claim follows since’,;, =

size(AM) 4 size(A?).
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