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Abstract—This paper addresses the beam-selection challenges
in Multi-User Multiple Input Multiple Output (MU-MIMO)
beamforming for mm-wave and THz channels, focusing on the
pivotal aspect of spectral efficiency (SE) and computational effi-
ciency. We introduce a novel approach, the Greedy Interference-
Optimized Singular Vector Beam-selection (G-IOSVB) algorithm,
which offers a strategic balance between high SE and low
computational complexity. Our study embarks on a comparative
analysis of G-IOSVB against the traditional IOSVB and the ex-
haustive Singular-Vector Beamspace Search (SVBS) algorithms.
The findings reveal that while SVBS achieves the highest SE, it
incurs significant computational costs, approximately 162 seconds
per channel realization. In contrast, G-IOSVB aligns closely with
IOSVB in SE performance yet is markedly more computationally
efficient. Heatmaps vividly demonstrate this efficiency, highlight-
ing G-IOSVB’s reduced computation time without sacrificing
SE. We also delve into the mathematical intricacies of G-
IOSVB, demonstrating its theoretical and practical superiority
through rigorous expressions and detailed algorithmic analysis.
The numerical results illustrate that G-IOSVB stands out as an
efficient, practical solution for MU-MIMO systems, making it
a promising candidate for high-speed, high-efficiency wireless
communication networks.

Index Terms—MU-MIMO, Beamforming, THz, mm-Wave,
NYUSIM, Interference, Spectral Efficiency.

I. INTRODUCTION

THE advancement of wireless communication technolo-
gies, particularly massive multiple-input multiple-output

(MIMO) systems, plays a pivotal role in addressing the
increasing demand for high-throughput and reliable connec-
tions [1], [2]. These systems, characterized by their dense
antenna arrays, are crucial in enhancing spectral efficiency
(SE) and mitigating interference, especially in 5G and 6G
networks [3]. In the context of Multi-User MIMO (MU-
MIMO) systems, which cater to elevated data rates and net-
work capacity, managing inter-user interference emerges as a
formidable challenge [4]. This has led to significant research
in beamforming algorithms, particularly focusing on beam-
selection strategies to optimize user-specific signal paths [5].
Despite numerous advancements in beamforming, including
low-complexity precoding, spatial division-multiplexing [6],
and coordinated beamforming [7], computational complexity

∗Indicates equal contribution to this work.

remains a persistent issue. Recent developments in beam-
selection techniques, such as adaptive and predictive beam-
selection methods, have shown promise in enhancing compu-
tational efficiency [8], [9].

The transition to terahertz (THz) frequencies in beam-
forming, offering vast bandwidth and data rates, poses new
challenges, especially in beam-selection due to THz-specific
channel properties [10], [11]. These challenges necessitate
innovative approaches to beam-selection in THz frequencies,
as seen in recent explorations [12]. Furthermore, the hybrid
precoding in millimeter-wave (mmWave) systems, balancing
hardware complexity and SE, faces scalability challenges in
large MIMO systems [13], [14]. Here, efficient beam-selection
strategies are crucial for reducing computational overhead
while maintaining performance [15].

Addressing these complexities, our work introduces
the Greedy Interference-Optimized Singular Vector Beam-
selection (G-IOSVB) algorithm. Focused on MU-MIMO sys-
tems, this approach is designed to minimize inter-user inter-
ference, enhance SINR and SE, and simplify beam-selection
processes, marking a significant advancement in wireless com-
munication optimization.

We concentrate on a downlink MU-MIMO beamforming
system with a base station (BS) and multiple users, emphasiz-
ing beam-selection. Our proposed low-complexity algorithm
efficiently manages inter-user interference to achieve high SE.
The contributions of this paper include:

• A novel analytical framework redefining cumulative inter-
user interference in MU-MIMO systems through a math-
ematically rigorous approach, including lemmas, a corol-
lary, and a theorem.

• The introduction of a low-complexity greedy algorithm
for MU-MIMO beamforming, with an emphasis on beam-
selection, and an exploration of its theoretical computa-
tional advantages.

• Numerical analysis validating the performance of the
proposed greedy algorithm, with a focus on compu-
tational efficiency and SE. The analysis includes pa-
rameter optimization across diverse MU-MIMO scenar-
ios, demonstrating its efficiency compared to traditional
beamforming methods.

The rest of the paper is organized as follows. MU-MIMO
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system, including channel modeling, is described, and the
problem is formulated in Section II. The proposed beam-
selection approach is presented in Section III. We depict
and analyze the numerical results in Section IV. Section V
concludes the paper.

This paper adopts the following notation conventions:
Scalars are denoted by lowercase letters, while bold upper and
lower case letters represent matrices and vectors, respectively.
The norms for scalars, vectors, and matrices are symbolized as
|.| for scalar norms, ||.|| for the L2 norms of vectors, and ||.||F
for Frobenius norms of matrices. The transpose and conjugate
transpose of a matrix or vector x is indicated by x⊤ and xH ,
respectively. Furthermore, C represents the set of complex
numbers, and Z+ denotes the set of positive integers.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we describe the MU-MIMO beamforming
system and channel model. We then formulate the basic multi-
user beamforming problem.

A. System Model

We consider a downlink MU-MIMO system with U users,
each equipped with Nr receive antennas. The base station
(BS), featuring Nt transmit antennas, serves Ns data streams
to each user. We focus on simplified beam-selection strategies
and do not employ hybrid beamforming architectures. How-
ever, any recently developed efficient beamforming approaches
[16] can be employed for practical, real-life systems after
beam-selection.

The transmitted signal at the BS, x, is a function of the
digital beamforming matrix FD and the data symbol vector
s of length UNs. The digital beamforming matrix FD is
a Nt × UNs matrix, with each user’s digital beamforming
component represented as FD

k , a sub-matrix of dimensions
Nt × Ns. The channel matrix for the kth user is denoted as
Hk, having dimensions Nr ×Nt.

B. Channel Model

In our study, we employ two distinct channel models
to evaluate the performance of our algorithms: the Saleh-
Valenzuela (SV) model for mmWave bands and the NYUSIM
model for THz bands. The SV model, a cluster-based statistical
approach, effectively simulates mmWave band characteristics,
essential for modern wireless systems [17]. On the other hand,
NYUSIM is tailored for the THz band, especially in indoor
scenarios, incorporating comprehensive statistical data for re-
alistic emulation of THz communication complexities [18].
Utilizing both models ensures our algorithms’ adaptability
and effectiveness across a range of wireless communication
environments, aligning with the diverse frequency spectrum
used in contemporary wireless technologies.

C. Problem Formulation

The challenge in MU-MIMO systems lies in optimizing SE
while managing interference efficiently. While some iteration-
based algorithms address interference [19], [20], their compu-
tational efficiency is often limited. Therefore, our objective is

to maximize SE with effective interference management in a
time-efficient manner.

We define the optimal beam-selection matrices as Fio and
Wio, which contain the beam directions minimizing inter-
ference between users. Here, Fio is a Nt × UNs matrix,
representing transmit beam directions, and Wio is a Nr×UNs

matrix, representing receive beam directions. Each Fio
k , a sub-

matrix of Fio, is a Nt × Ns matrix for the k-th user, and
similarly, Wio

k is a Nr ×Ns matrix for the k-th user.
The data rate for this system model can be expressed as:

RD =

U∑
k=1

log2(1 +
||(Wio

k )
H

HkFio
k ||2

∆D
k + ||(Wio

k )
H

nk||2
), (1)

where Hk ∈ CNr×Nt denotes the channel matrix and ∆D
k =∑U

i=1
i ̸=k

∥∥∥(Wio
k

)H
HkF

io
i

∥∥∥2, the interference for the k-th user.

The primary problem is to find the matrices Fio
k and Wio

k

that minimize interference and maximize the sum rate. The
optimization task involves selecting Fio and the corresponding
Wio from all different possible combinations.

III. METHODOLOGY

We commence this section by providing a concise overview
of the benchmarking algorithms introduced in [17]. The pro-
posed G-IOSVB algorithm is subsequently detailed. Precise
mathematical expressions are formulated to determine the
number of iterations necessary for the G-IOSVB algorithm,
and the theoretical computational advantage over the original
IOSVB algorithm is deduced.

A. Benchmark Algorithms

Prior to exploring the intricate nuances of the G-IOSVB
algorithm under consideration, we begin with a brief synopsis
of the algorithms that were developed in [17].

1) SVBS Algorithm: The Singular-Vector Beamspace
Search (SVBS) Algorithm, developed in [17] for MU-MIMO,
serves as a tool to benchmark the upper limits of achievable
SE. However, its exhaustive nature renders it impractical for
real-world applications due to the significant computational
burden it imposes.

2) IOSVB Algorithm: The Interference Optimized Singular
Vector Beamforming (IOSVB) algorithm [17] is a sophisti-
cated approach designed for MU-MIMO systems, focusing on
optimizing fully digital beamforming matrices Fio and Wio.
This method diverges from exhaustive search techniques by
instead identifying near-optimal beamforming matrices from
candidate matrices Fsel ∈ CNt×URsel and Wsel ∈ CNr×URsel

reducing computational complexity.
The candidate beamforming matrices are constructed by

selecting the first Rsel(≥ Ns) columns from the SVD of user
channel matrices, forming Fsel and Wsel. The channel matrix
of the k-th user can be decomposed as UkΣkVH

k . The first Rsel
singular values of each user are then concatenated to obtain
Σ. The correlation matrix Csel ∈ CURsel×URsel captures the
interplay between beam directions across users:



Csel = (Fsel ΣH)H × Fsel. (2)

For each specific beam combination selected with indexes
ind ∈ (Z+)UNs , a specific correlation matrix Ci

corr ∈
CUNs×UNs is defined, determining the interaction of selected
beam directions:

Ci
corr = (Fsel[ind]ΣH [ind])H × Fsel[ind]. (3)

The IOSVB algorithm is rooted in the concept that system
interference, particularly between users, is closely related to
the correlation of their beam directions. The interference for
user k is expressed as:

∆D
k =

U∑
i=1,i̸=k

∥∥∥(Wio
k

)H
HkF

io
i

∥∥∥2 . (4)

Corollary 1, Lemma 1, and Lemma 2 (see appendix for
proof) collectively form the mathematical foundation of the
IOSVB algorithm. They show that interference can be repre-
sented in terms of singular vectors and values:∥∥∥(Wio

k

)H
HkF

io
i

∥∥∥2 =
∥∥Σk[indk]V

H
k Vi[indi]

∥∥2 . (5)

The total interference It across all users is then expressed
as the sum of squared off-diagonal elements of Ci

corr:

It =
∑U

k=1

∑U
i=1
i̸=k

∥∥∥(Wio
k

)H
HkF

io
i

∥∥∥2 =
∥∥Ci

corr − diag(Ci
corr)

∥∥2 , (6)

This theorem (see appendix for proof), the core of the
IOSVB algorithm, implies that minimizing the off-diagonal
elements of Ci

corr reduces total system interference, guiding
the selection of optimal beamforming matrices for enhanced
system performance. A more comprehensive description of the
implementation of IOSVB can be found in [17].

B. Proposed Greedy-IOSVB Algorithm

In our proposed novel G-IOSVB algorithm, we refine
the selection of the Ci

corr matrix through a greedy iterative
process over Ns steps. Unlike the exhaustive approach that
simultaneously evaluates all singular vector orientation com-
binations, our method strategically selects an optimal subset
of U columns from the Csel matrix in each iteration. This
process, excluding previously chosen columns, iteratively re-
duces the search space. Initially, it considers

(
Rsel
1

)U
column

combinations, which progressively diminish to
(
Rsel−m

1

)U
in

the m-th iteration. This sequential refinement substantially
trims the computational complexity, making it a more efficient
alternative to the exhaustive

(
Rsel
Ns

)U
search paradigm.

The objective function remains:

f = ||Ccorr − diag(Ccorr)||F . (7)

We maintain an index set ind, which is updated iteratively
to record the indices of the selected columns. During the
m-th greedy phase, the correlation matrix Ci

corr for the i-
th combination is calculated by masking the non-selected
columns in Csel with a boolean matrix Mi

sel, where the entries

corresponding to the selected columns are one, and all other
entries are zero. The correlation matrix is updated as follows:

Ci
corr = Csel ◦ Mi

sel;∀i ∈ 1, 2, ....,

(
Rsel −m+ 1

1

)U

, (8)

where m denotes the current greedy iteration, and the
Hadamard product is used to perform element-wise multipli-
cation.

The selection of the optimal U columns at each iteration is
subject to the following constraints:

σsel > γσmax, (9)

Ccorr ∈
{

C1
corr,C2

corr, . . . ,C(Rsel−m+1
1 )

U

corr

}
, (10)

where, γ is a predefined channel gain threshold, 0 < γ < 1,
σmax indicates the maximum possible received power, and σsel
is the sum of the selected channel gains [17].

After completing Ns iterations of greedy selection, the
final set of selected column indices is contained within ind.
The optimal fully digital precoder and combiner matrices
Fio and Wio are then determined by extracting the columns
from Csel corresponding to the indices in ind, yielding the
minimum value of the objective function across all iterations.
The analytical implementation of G-IOSVB is summarized in
Algorithm 1.

C. Number of Iterations

In the development of the G-IOSVB algorithm, a critical
aspect to consider is the total number of iterative searches
required for optimizing the selection of column vectors from
the Csel matrix. This process fundamentally deviates from
the original IOSVB, which searches across all

(
Rsel
Ns

)U
com-

binations, instead employing a more computationally efficient
iterative approach.

Initially, the total number of iterative searches, NG
iter, re-

quired for the G-IOSVB could be represented as:

NG
iter =

Ns∑
m=1

(
Rsel −m+ 1

1

)U

. (11)

This expression can be simplified and understood more
deeply through a series of mathematical manipulations. Rec-
ognizing that

(
Rsel−m+1

1

)
simplifies to Rsel − m + 1, we

reformulate the expression as:

NG
iter =

Ns∑
m=1

(Rsel −m+ 1)U . (12)

By employing the binomial theorem, this sum of powers of
binomials is further expanded into:

NG
iter =

∑Ns

m=1

∑U
i=0

(
U
i

)
R

(U−i)
sel (−1)i(m− 1)i. (13)



This expression can be further simplified by applying Faul-
haber’s formula, which provides a closed-form expression for
the sum of powers of natural numbers:

NG
iter =

∑U
i=0

(
U
i

)
R

(U−i)
sel (−1)i

[
1

i+1

∑i
j=0

(
i+1
j

)
Bj(Ns)

i+1−j
]
. (14)

NG
iter =

U∑
i=0

(
U

i

)
R

(U−i)
sel (−1)i×[

1

i+ 1

(
B0N

i+1
s +

(
i+ 1

1

)
B1N

i
s + · · ·+

(
i+ 1

i

)
Bi

)]
.

(15)

where Bj are the Bernoulli numbers. This sum in NG
iter

is shaped by the interplay between its terms: the dominant
B0N

i+1
s component, scaling directly with Ns, and the fine-

tuning higher-order Bernoulli numbers, Bj for j > 0, which
gain significance as Ns increases. The variable U expands the
summation range, adding complexity. This nuanced calculation
demonstrates the algorithm’s ability to manage complexity,
especially in large-scale scenarios with substantial Rsel and
U . Striking a balance between computational feasibility and
efficiency, G-IOSVB transitions from exhaustive to iterative
search, significantly reducing computational demands without
compromising performance, a crucial aspect for real-world
applications.

D. Theoretical Computational Gain

This section explores the theoretical computational gain
of the Greedy-IOSVB (G-IOSVB) algorithm compared to
the traditional IOSVB approach. The gain is quantified by
comparing the total number of iterations required by both
methods.

Niter
NG

iter
=

((Rsel
Ns

))
U∑U

i=0 (
U
i )R

(U−i)
sel (−1)i[ 1

i+1

∑i
j=0 (

i+1
j )Bj(Ns)i+1−j]

. (16)

To elucidate the computational gain, we employ Stirling’s
approximation for factorials and condense the binomial co-
efficients. For ease of computation and practicality, we con-
sider only the first two Bernoulli numbers (B0 = 1 and
B1 = −1/2). The ratio of iterations between G-IOSVB and
IOSVB is approximated as:

Niter
NG

iter
≈

 √
2πRsel(

Rsel
e )

Rsel

√
2πNs(Ns

e )
Ns√

2π(Rsel−Ns)(Rsel−Ns
e )

Rsel−Ns

U

∑U
i=0

Ui

i! R
(U−i)
sel (−1)i[ 1

i+1 (N
i+1
s − 1

2 (
i+1
1 )Ni

s)]
. (17)

The G-IOSVB algorithm’s computational advantage over
the original IOSVB becomes more pronounced with increases
in Rsel, data streams (Ns), and user count (U ). A higher Rsel
amplifies the numerator’s growth, highlighting the exhaustive
search’s heavier computational load. Rising Ns values add
complexity but emphasize G-IOSVB’s efficiency. Most no-
tably, an increase in U exponentially heightens the compu-
tational disparity between the two methods. These elements
demonstrate G-IOSVB’s growing effectiveness and substantial
computational savings in handling larger-scale problems.

Algorithm 1 Greedy-IOSVB (G-IOSVB)

1: Input: {Hk}Uk=1, Ns, Rsel, γ
2: Initialize Fio and Wio as empty matrices
3: Set initial f(0) = 109

4: Calculate σmax =
∑U

i=1

∑Ns

j=1 σ
j
i

5: for m = 1 to Ns do
6: Update R

(m)
sel = Rsel −m+ 1

7: Run IOSVB algorithm with N ′
s = 1, Rsel = R

(m)
sel

8: Concatenate the output beams to Fio and Wio

9: Output: Optimized beamforming matrices Fio, Wio

Fig. 1: Heatmap displaying SE variation across different
values of channel gain thresholds γ1 and γ2.

IV. RESULTS

This section outlines the simulation parameter configuration
utilized to assess the performance of the proposed algorithm.
Additionally, it demonstrates the procedure for determining the
optimal algorithmic parameter configuration that optimizes the
SE of the MU-MIMO system. Additionally, we analyze the
proposed method’s SE compared to established beamforming
algorithms.

A. Simulation Setup and Parameters

MATLAB is employed to simulate each of the beamforming
algorithms. The computational hardware for generating simu-
lation results comprises a Core i7 processor, 32GB of RAM,
and a 4GB GPU. Table I presents a comprehensive overview
of the considered simulation parameters.

TABLE I: Simulation Parameters.

Parameters Values
No. of Data Streams, Ns 2− 6

No. of Propagation Paths, Lk 50
Transmit Antennas, Nt 144

Receive Antenna Per User, Nr 16
No. of Users, U 5

Channel Gain Ratio, γ 0.6
No. of Selected Candidate Columns, Rsel 3-6
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Fig. 2: SE Performance: G-IOSVB vs. Traditional
Algorithms in MU-MIMO Systems.

B. Selection of Algorithmic Parameters

The γ must be selected with care to optimize the proposed
algorithm. Here, we delineate how these parameters can be
determined via numerical analysis. In our study focusing on
optimizing the G-IOSVB algorithm for Rsel = 4 and Ns = 2,
we conducted simulations to determine the ideal settings for
the parameters γ1 and γ2. As illustrated in Fig. 1, our findings
indicate that setting γ1 and γ2 to approximately 0.6 yields
the highest SE. According to this notable result, a uniform
choice of γ parameters across iterations can maximize SE.
This simplified parameter selection of the G-IOSVB makes
it easier to apply efficiently across different configurations
of Rsel and Ns, enhancing the algorithm’s practicality and
resilience.

C. Performance Analysis

Our comprehensive analysis evaluates the SE of IOSVB, G-
IOSVB, and SVBS algorithms. Figures 2a and 2b present the
simulation results from 1000 channel realizations for mmWave
and THz channels, respectively. SVBS achieves the highest
SE but is computationally intensive, requiring approximately
162 seconds per realization. In contrast, G-IOSVB provides a
similar level of SE with significantly reduced computational

TABLE II: Performance comparison of IOSVB and
G-IOSVB algorithms (at 25dB SNR).

Ns Rsel IOSVB G-IOSVB
Niter Time (ms) SE NG

iter Time (ms) SE
2 4 7776 71.21 47.98 1267 27.67 46.53
2 5 105 401.51 49.06 4149 51.21 47.47
3 5 105 891.22 60.47 4392 53.12 58.34
3 6 > 106 12893 61.39 11925 90.59 59.06
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Fig. 3: Comparison of SE and computational time of
G-IOSVB and IOSVB across different Rsel and Ns values.

demands (requiring a few milliseconds), demonstrating its
applicability and efficiency in both mmWave and THz envi-
ronments.

To further compare the G-IOSVB with traditional IOSVB,
extensive simulations were conducted, and each algorithm ex-
ecuted over 1000 independent channel realizations by varying
the values of Rsel and Ns. The results, illustrated in Fig.
3 through heatmaps, reveal G-IOSVB’s capability to match
IOSVB in SE across diverse settings of Rsel and Ns. This
alignment underscores G-IOSVB’s effectiveness in maintain-
ing high SE in MU-MIMO systems. However, G-IOSVB’s
superiority lies in its computational efficiency, which requires
considerably less time than IOSVB to achieve comparable
SE. Additionally, a summarized comparison of IOSVB and
G-IOSVB algorithms is presented in Table II, emphasizing
the computational efficiency of G-IOSVB. Across various sce-
narios, G-IOSVB consistently demonstrates a lower computa-
tional time while maintaining comparable SE with IOSVB,
further validating its advantage in practical applications. This
empirical evidence reinforces G-IOSVB’s role as a scalable
and efficient approach for contemporary MU-MIMO systems.

V. CONCLUSION

This study presents the G-IOSVB algorithm, a significant
advancement in MU-MIMO beam-selection focused on SE
and computational efficiency. Through rigorous mathematical
analysis and extensive simulations, G-IOSVB demonstrates a



capability to maintain high SE, akin to traditional IOSVB
and the exhaustive SVBS method, but with markedly re-
duced computational demands. The algorithm’s efficiency,
particularly in mmWave and THz frequencies, is evident in
its comparative analysis with existing approaches. Thus, G-
IOSVB is a practical, efficient solution for contemporary and
future high-speed wireless communication systems, marking a
notable contribution to the field.

APPENDIX

Corollary 1: If Uk is an orthonormal matrix, then the
product of Uk and the submatrix UH

k [indk] results in a sparse
matrix, which can be identified as a non-square identity matrix,
i.e.,

UH
k [indk]Uk = Ik[indk], (18)

where Ik is a non-square identity matrix.
Proof: Given that Uk is an orthonormal matrix of size Nr×

Nr, the product UH
k Uk yields an Nr × Nr identity matrix.

Since UH
k [indk] is of size Ns × Nr, the product with Uk

results in a non-square identity matrix Ik[indk] of size Ns ×
Nr, where non-matching index multiplications yield zero.

Lemma 1: For an interfering user i and a desired user k,
the interference can be represented as:∥∥∥(Wio

k

)H
HkF

io
i

∥∥∥2 =
∥∥Σk[indk]V

H
k Vi[indi]

∥∥2 . (19)

Proof: Decomposing Hk via singular value decomposition,
we have:∥∥∥(Wio

k

)H
HkF

io
i

∥∥∥2 =
∥∥∥(Wio

k

)H
UkΣkV

H
k Fio

i

∥∥∥2 . (20)

Applying Corollary 1, we obtain:∥∥∥(Wio
k

)H
HkF

io
i

∥∥∥2 =
∥∥Ik[indk]ΣkV

H
k Vi[indi]

∥∥2 . (21)

Lemma 2: Given two matrices A and B,
with A =

[
x1 · · · xk · · · xU

]T
and B =[

y1 · · · yi · · · yU
]
, the product excluding the diagonal

can be expressed as:

ATB− diag(ATB) = ATBi̸=k. (22)

Proof: The product AB yields a matrix with diagonal
elements xiyi. Excluding these diagonal elements, we obtain
ATBi ̸=k.

Theorem: The total interference It over all users, defined as∑U
k=1 ∆

D
k = It, can be expressed as:

It =
∑U

k=1

∑U
i=1
i ̸=k

∥∥∥(Wio
k

)H
HkF

io
i

∥∥∥2 =
∥∥Ci

corr − diag(Ci
corr)

∥∥2 , (23)

where Ci
corr =

(
Fsel[ind]Σ[ind]

)H
Fsel[ind] is the correla-

tion matrix of the system.
Proof: By applying Lemma 1 and Lemma 2, and consid-

ering the structure of the correlation matrix Ci
corr, the total

interference It can be simplified to the non-diagonal elements
of Ci

corr, thus proving the theorem.
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