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Abstract

Recent years have witnessed the prevalence of MapReduce-based systems, e.g., Apache Hadoop,
in large-scale distributed data processing. In this new generation of big data processing frame-
work, data locality that seeks to co-locate computation with data, can effectively improve MapRe-
duce performance since fetching data from remote servers across multiple network switches is
known to be costly. There have been a significant studies on data locality that seeks to co-locate
computation with data, so as to reduce cross-server traffic in MapReduce. They generally assume
that the input data have little dependency with each other, which however is not necessarily true
for that of many real-world applications, and we show strong evidence that the finishing time
of MapReduce tasks can be greatly prolonged with such data dependency. State-of-the-art data
replication and task scheduling strategies achieve data locality through replicating popular files
and spreading the replicas over multiple servers. We take the graph data, a widely adopted data
format in many big data application scenarios, as a representative case study. It illustrates that
while working well for independent files, conventional data locality strategies can store highly
dependent files on different servers, incurring excessive remote data accesses and consequently
prolonging the job completion time.

In this thesis, we present DALM (Dependency-Aware Locality for MapReduce), a comprehen-
sive and practical solution toward dependency-aware locality for processing the real-world input
data that can be highly skewed and dependent. DALM accommodates data-dependency in a
data-locality framework, organically synthesizing the key components from data reorganization,
replication, placement. Beside algorithmic design within the framework, we have also closely
examined the deployment challenges, particularly in public virtualized cloud environments. We
extensively evaluate DALM through both simulations and real-world implementations in a typi-
cal virtualized environment, and compare it with state-of-the-art solutions, including the default
Hadoop system, the partition-based Surfer, and the popularity-based Scarlett. The results show
that DALM can significantly improve data locality for different inputs. For popular iterative
graph processing applications on Hadoop, our prototype implementation of DALM significantly
reduces the job finish time, as compared to the default Hadoop system, Scarlett, and Surfer.
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Chapter 1

Introduction

The emergence of MapReduce as a convenient computation tool for data-intensive applications
has greatly changed the landscape of large-scale distributed data processing [15]. Harnessing
the power of large clusters of tens of thousands of servers with high fault-tolerance, such prac-
tical MapReduce implementations as the open-source Apache Hadoop project[2] have become a
preferred choice in both academia and industry in this era of big data computation at terabyte-
and even petabyte-scales.

A typical MapReduce workflow transforms an input pair to a list of intermediate key-value
pairs (the mapping stage), and the intermediate values for the distinct keys are computed and
then merged to form the final results (the reduce stage) [15]. This effectively distributes the
computation workload to a cluster of servers; yet the data is to be dispatched, too, and the
intermediate results are to be collected and aggregated. Given the massive data volume and the
relatively scarce bandwidth resources (especially for clusters with high over-provisioning ratio),
fetching data from remote servers across multiple network switches can be costly. It is highly
desirable to co-locate computation with data, making them as close as possible. Real-world
systems, e.g., Google’s MapReduce and Apache Hadoop, have attempted to achieve better data
locality through replicating each file block on multiple servers. This simple uniform replication
approach reduces cross-server traffic as well as job completion time for inputs of uniform pop-
ularity, but is known to be ineffective with skewed input [5, 4]. It has been observed that in
certain real-world inputs, the number of accesses to popular files can be ten or even one hundred
times more than that of less popular files, and the highly popular files thus still experience severe
contention with massive concurrent accesses.

There have been a series of works on alleviating hot spots with popularity-based approaches.
Representatives include Scarlett [5], DARE [4] and PACMan [6], all of which seek to place more
replicas for popular blocks/files. Using the spare disk or memory for these extra replicas, the
overall completion time of data-intensive jobs can be reduced. The inherent relations among the
input data, however, have yet to be considered. It is known that many of the real-world data
inherently exhibit strong dependency. For example, Facebook relies on the Hadoop distributed
file system (HDFS) to store its user data, which, in a volume over 15 petabytes [51], preserves
diverse social relations. A sample social network graph with four communities is shown in
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Figure 1.1: A social network graph with four communities

Figure 1.1. Here subsets A and B have very strong dependency (as compared to subsets A
and C, as well as B and C), since their users are in the same community, thus being friends to
each other with higher probability. As such, accesses to these two subsets are highly correlated.
The dependency can be further aggravated during mapping and reducing: many jobs involve
iterative steps, and in each iteration, specific tasks need to exchange the output of the current
step with each other before going to the next iteration; in other words, the outputs become
highly dependent.

Processing data with dependency, especially mining large graphs, generally involves iterative
data exchange and state update. The original MapReduce framework, which was designed for
parallelizable jobs, is not efficient for such jobs due to the high communication overhead [39]. To
this end, a lot of efforts have been devoted to optimizing MapReduce for complex jobs involved
with heavy communication. For example, Pregel [39], has been proposed for processing large
graphs based on the Bulk Synchronous Parallel (BSP) model [52], followed by such implementa-
tions as Giraph[7], Surfer [13], and Mizan [36]. These systems successfully improve the job finish
time, as compared to the original MapReduce. To deploy these systems in real world MapRe-
duce clusters, such practical factors as skewed accesses, storage budget are yet to be considered.
Further, many users deploy the MapReduce systems on such readily available public clouds
as Amazon Web Services (AWS), instead of on dedicated servers, to enjoy the convenient and
flexible pay-as-you-go billing option, as well as on-demand resource scaling. Such cloud services
heavily rely on the virtualization technique to enable efficient resource sharing and scaling for
massive users, which however introduces performance overhead as well as an additional topology
layer and thus calls for re-examining data locality in this new context.

In this thesis, we develop a system prototype DALM (Dependency-Aware Locality for MapRe-
duce) on the virtualized environment, for processing real-world input data that can be highly
skewed and dependent. Unlike existing systems, DALM accommodates data-dependency in a
data-locality framework, organically synthesizing such key components as topology-aware graph
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partitioning, popularity- and dependency-based data replication, and virtualization-aware task
scheduling. These efforts together lead to the development of DALM, a comprehensive and prac-
tical solution toward data locality in virtualized environments. We have implemented DALM on
Hadoop 1.2.1, and have closely examined the design and deployment issues. We have extensively
evaluated DALM through both simulations and real-world implementations, and have compared
it with state-of-the-art solutions, including the default Hadoop system, the graph-partitioning
based Surfer approach, and the popularity-based Scarlett approach. The experiment results
demonstrate that the DALM replication strategy can significantly improve data locality for dif-
ferent inputs. For the popular iterative graph processing applications in Giraph, our prototype
implementation of DALM significantly reduces the job finish time, as compared to the default
Hadoop system, Scarlett and Surfer. For larger-scale multi-tenancy systems, more savings could
be envisioned given that they are more susceptible to data dependency.

1.1 Background and Related Work

In this section, we offer the necessary background of our work, including a brief overview of data
locality in MapReduce, as well as processing data with dependency.

1.1.1 MapReduce

MapReduce[15] is a programming model for distributed computations on the massive data and
an execution framework for large-scale data processing, which has been written in different pro-
gramming languages. It was originally designed by Google and built on well-known principles
in parallel and distributed processing. Apache Hadoop[2] is one of the most popular free imple-
mentations, whose development was led by Yahoo (now an Apache project). The open-source
Apache Hadoop system have become the preferred choice in both academia and industry in this
era of big data computation at terabyte and even petabyte-scales.

As dataset sizes increase, the link between the compute nodes and the storage becomes a
bottleneck. At that point, one could invest in higher performance but more expensive networks
or special-purpose interconnects such as InfiniBand. In most cases, this is not a cost-effective
solution, as the price of networking equipment increases non-linearly with performance. Existing
datacenters generally adopt a multi-root tree topology to interconnect server nodes [29, 9]. In
Fig. 1.2, we show a generic datacenter network topology. The 3 layers of the datacenter are the
edge layer, which contains the Top-of-Rack switches that connect the servers to the datacenter’s
network; the aggregation layer, which is used to interconnect the ToR switches in the edge
layer; and the core layer, which consists of devices that connect the datacenter to the WAN. In
MapReduce, the workers are located on the leaf nodes of the tree, and the intermediate data
will be moved from one leaf node to another node during the shuffle subphase.

MapReduce runs on a cluster of machines (the nodes) with a master-worker architecture,
where a master node makes scheduling decision and multiple worker nodes run tasks dispatched
from the master. The programmer defines a mapper and a reducer with the following two
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Figure 1.2: Typical 3-layer datacenter network topology.

stages. A typical MapReduce workflow consists of two major phases. In the Map Phase, the
map processes (mappers) on slaves read the input data from the distributed file system, and
transform the input data to a list of intermediate key-value pairs. The mapper is applied to
every input key-value pair (split across an arbitrary number of files) to generate a large number
of intermediate key-value pairs (key, value). The master node then uses a partition function to
assign the intermediate data to different worker nodes to process in the Reduce Phase. In the
Reduce Phase, the reduce processes (reducers) then merge the intermediate values for the distinct
keys, which are stored in the local disks of slaves, to form the final results that are written back
to the distributed file system. The shuffle and sort stage is between the map and reduce phases
to deal with the intermediate keys. Intermediate data arrive at each reducer in order, merged
by the key. Output key-value pairs from each reducer are written persistently back onto the
distributed file system. The output ends up in r files on the distributed file system, where r is
the number of reducers. For the most part, there is no need to consolidate reducer output, since
the r files often serve as input to another MapReduce job. Fig. 1.3 illustrates the workflow of
MapReduce with two-stage data processing structure.

The computation and storage are separated as distinct components in a cluster. The dis-
tributed file system (DFS) that underlies MapReduce adopts exactly this approach. The Google
File System (GFS)[21] supports Google’s proprietary implementation of MapReduce; mean-
while, Hadoop Distributed File System is an open-source implementation of GFS that supports
Hadoop. The main idea is to divide user data into blocks and replicate those blocks across the
local disks of nodes in the cluster. The master node divides the massive input data into small
data blocks(default 64 MB) and spreads them to workers. Each data block has three copies
stored in different machines. The distributed file system adopts a master-slave architecture in
which the master maintains the file namespace, involving metadata, directory structure, file
to block mapping, location of blocks, and access permissions, and the slaves manage the data
blocks.

In HDFS, when one client wants to read a file (or a portion thereof), the client must first
contact the namenode to determine where the actual data is stored. In response to the client
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Figure 1.3: MapReduce Model.

request, the namenode returns the relevant block id and the specific location where the block
is held. The client then contacts the datanode to fetch the data. An important feature of the
design is that data is never moved through the namenode. Instead, all data transfer occurs di-
rectly between clients and datanodes; communications with the namenode only involves transfer
of metadata. By default, HDFS divides data into fixed size blocks and stores three separate
copies of each data block to ensure both reliability, availability, and performance. This mech-
anism is meant to be used for improved availability, response time, read throughput and load
balancing. More recently, data replication in distributed file systems is widely used to improve
data locality.[21] However, too many replicas may not significantly improve availability, but with
unnecessary costs.

1.1.2 Data Locality in MapReduce System

Co-locating computation with data, namely, data locality, which largely avoids the costly massive
data exchange crossing switches, can significantly improve the job finish time of most MapReduce
applications [22]. By default, MapReduce achieves data locality via data replication, which
divides data files into blocks with fixed size (e.g., 64 MB) and stores multiple replicas of each
block on different servers. More advanced solutions have been proposed to further improve
data locality, either through smart and dynamic data replication, e.g., [5, 4], or job scheduling,
e.g., [57, 27, 55, 44].

Scarlett [5] captures the popularity of files and uses these to compute a replication factor for
each file with the goal of alleviating the hotspots. It adopts a proactive replication design that
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periodically replicates files based on predicted popularity. It captures the popularity of files, and
computes a replication factor for each file to alleviate hotspots. Scarlett is an offline system,
which uses a proactive replication design that periodically replicates files based on predicted
popularity.

DARE [4] utilizes a reactive approach that dynamically detects popularity changes at smaller
time scales. When a map task remotely accesses a block, the block is inserted into the file
system at the node that fetched it. By doing this, the number of replications of the block is
automatically increased by one, without generating explicit network traffic. DARE proposed a
reactive approach how dynamically detects the popularity changes at smaller time scales. In
DARE, when a map task remotely access to the block, the block is inserted into the file system at
the node that fetched it. By doing this, the number of replications of the block is automatically
increased by one, without generating explicit network traffic. The design philosophy of DARE
uses a greedy approach, which assumes that any nonlocal data accessed remotely is worth
replication.

Quincy [27] considers the scheduling problem as an assignment problem, and different as-
signments have different costs based on locality and fairness. Different from killing the running
tasks to free the resources and launching new tasks, Quincy provides an optimal online sched-
uler according to a global cost model for scheduling concurrent distributed jobs with fine-grain
resource sharing.

Parallel to the replications work on the storage system, other researchers did a large char-
acterization in the job scheduling of MapReduce, which we cannot ignore these techniques if we
want to have a deep insight in the data locality are.

Delay scheduling [55] lets a job wait for a small amount of time if it cannot launch tasks
locally, allowing other jobs to launch tasks instead. This simple strategy, which improves the
resource utilization, works pretty well for a variety of workloads.

Delay scheduling is proposed as a locality-aware scheduling policy to solve two locality prob-
lems in Fair Scheduler, which are head-of-line scheduling and sticky slots. Specifically the small
head-of-line jobs cause a locality problem, since it is unlikely to have data locally on the node.
The other related locality problem is caused by sticky slots, where there is a tendency for a job
to be assigned the same slot repeatedly. Delay scheduling allocates equal shares to each of the
users, and also tries to maximize data locality by delaying the scheduling of the task, when no
local data is available. The key idea in delay scheduler is that: although the current slot have
no available data for such a job, other tasks may finish soon so that some slots with data will
be free in the coming few seconds. Specifically when a node requests a task, if the head-of-line
job cannot launch a local task, it is skipped and looked at subsequent jobs. Moreover, if a job
has been skipped long enough, non-local tasks are allowed to launch to avoid starvation.

Purlieus [44] considers the locality of intermediate data, and aims to minimize the cost
of data shuffling between map tasks and reduce tasks. Purlieus focuses on both input and
intermediate date, which differentiates from Quincy. The authors emphasize that the locality of
any intermediate data during job execution is a key factor to scaling MapReduce in large data
centers. Purlieus categorizes the characteristics of MapReduce workloads jobs into three classes:
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map− input heavy, map−and− reduce− input heavy and reduce− input heavy, and proposes
a strategy for both data and computation placement. Purlieus scheduler depends on the prior
workload information to make the decision, which aims to minimize the cost of data shuffling
between map tasks and reduce tasks.

Our work complements prior research on data storage level by enhancing the popularity
methods with file dependencies. We provide a better understanding of the correlation between
popularity and file dependencies, which is a novel dimension at the storage level.

1.1.3 Processing Data with Dependency

Since the original MapReduce is not suitable for processing data with strong dependency, e.g.,
graphs, a lot of improvements have been proposed. For example, In Pregel [39], the inter-
worker communication is implemented through message passing rather than remotely reading
the entire new state in MapReduce, which significantly improves the performance on processing
large graphs as compared to the original MapReduce. Based on Pregel, several systems have been
developed, e.g., Giraph, Surfer [13], and Mizan [36]. Giraph is implemented on top of Hadoop and
inherits the convenience of Hadoop such as distributed storage and fault tolerance, while Mizan
and Surfer are developed with C++ in order to further improve the efficiency. Giraph simply
uses the underlying HDFS for storing graph data and adopts an online hash- or range-based
partitioning strategy to dispatch subgraphs to workers, which successfully balances computation
and communication. This naive partitioning strategy largely neglects the structure of graphs;
subgraphs with strong dependency can be assigned to different workers, which incurs excessive
volume of message passing. Surfer considers the heterogeneous network bandwidth in the cloud
environment and thus proposes a network performance aware graph partitioning framework.
The partitions with a large number of cross-partition edges are stored in the machines with
high network bandwidth. Mizan monitors the message traffic of each worker and balances the
workload through migrating selected workers across workers. Surfer and Mizan outperform
Giraph since they take a further step toward adapting to the structure of graphs, which should
be incorporated into distributed large graph processing.

The need to extend MapReduce to support iterative jobs was also recognized by many re-
searchers, which leads to the success of parallel execution frameworks for processing big data.
These frameworks offer high-level languages for Map-Reduce-like environment and merely re-
quire the user to specify data-parallel computation, and automatically handle parallelization,
locality, fault tolerance, and load distribution. For example, Dremel [40] and Trill[12] both pro-
pose fast execution frameworks for SQL-like queries to enable parallelism, yet these systems only
parallelize a class of known SQL aggregators. Likewise, Pig[19] and Pig Latin[42], Spark[56],
FlumeJava[11] all provide a lifting operation that pushes aggregations into maps, however, only
for some limited built-in associative functions. Recently, SIMPLE[49] is provided to increase
the expressivity of these frameworks by breaking dependencies through symbolic summaries.

Partitioning a graph into roughly equal subsets with the objective of minimizing the total cost
of the edges cut is an NP-complete problem [35], which has been extensively studied by many
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researchers. The multilevel approach has been widely used to find good solutions efficiently [24,
33], which consists of three phases, namely coarsening, partitioning and uncoarsening. Instead of
directly partitioning the original graph, the multilevel approach first coarsens down the original
graph to a much smaller graph, say hundreds of vertices. Then the partitions of this small
graph will be computed. Since the size of the coarsened graph is quite small, classic graph
partitioning algorithms such as Kernighan-Lin (KL) [35] or Fiduccia-Mattheyses (FM) [18] can
obtain reasonably good results in polynomial time. Then the partitions are projected back
toward the original graph, with refinements to further improve the quality of the partitioning
results. Some optimized approaches [34, 14] have been further proposed in the specific phases of
multilevel partitioning. Given the effectiveness and efficiency of the multilevel approach, several
software libraries, such as METIS [32] and SCOTCH [47] have been developed based on it, which
provide convenient tools for graph partitioning.

Recently, the cluster or community detection in large-scale social graphs has attracted a lot
of attention from researchers given the surge of social networks. Many approaches have been
proposed to efficiently and accurately find communities in large graphs, e.g. [37, 31, 53]. Such
approaches aim at identifying network communities in large graphs such that the nodes have
more linked edges are grouped together. Such approaches are not suitable for our dependency-
preserving data partitioning for the following reasons. First, the community detection approach-
es often divide graphs into communities consisting of up to hundreds of nodes [37]. Considering
that the size of file blocks in HDFS is 64 MB by default, the granularity of communities is too
small for data storage. Further, the size of communities can be highly heterogeneous across
different communities, which also makes it difficult to use communities as the basic storage u-
nit. Second, the communities detection approaches are non-parametric, which means that the
number of communities is automatically determined once all the communities are found. On the
other hand, the graph partitioning approach generally divides the graphs into k partitions of
almost equal size, where k is the user-defined parameter which can adapt to the storage system
and system scale. Third, graph partitioning approaches are often more computation efficient
than community detection approaches, which are preferred in practical systems.

1.1.4 MapReduce in Virtualized Environment

As one of the most important technical foundations of virtualized clouds, virtualization tech-
niques (e.g., Xen, KVM, and VMware) allow multiple virtual machines (VMs) running on a
single physical machine (PM), which achieves highly efficient hardware resource multiplexing,
and effectively reduces the operating costs of cloud providers. Yet, it has been identified that
MapReduce jobs running on virtual machines can take significantly longer time to finish, as
compared with directly running on physical counterparts [26]. The reasons are two-fold. First,
the virtualization technology itself introduces nontrivial performance overheads to almost every
aspect of computer systems (e.g., CPU, memory, hard disk, and network). Most application-
s, no matter computation or I/O intensive, will experience certain performance penalty when
running on virtual machines. Second, the off-the-shelf MapReduce systems, e.g., Hadoop, are
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originally designed for physical machine clusters; the unique characteristics of virtual machines,
say resource sharing/contention and VM scheduling, are yet to be accommodated, which further
exaggerate the negative impact of virtualization on MapReduce tasks.

Physical machine

Physical machine hardware 
(CPU, Mem, Devices) 

Xen Hypervisor 
(vCPU, vMem, vDevices) 

Domain0
Host OS

DomainU
Guest OS

DomainU
Guest OS

...

Figure 1.4: Xen architecture.

In state-of-the-art systems, virtualization is often achieved through the use of a software
module known as a Hypervisor, which works as an arbiter between a virtual devices and the
underlying physical devices [8]. Using Xen [8], an open source virtualization tool that has been
widely used by public clouds, including Amazon AWS [1] and Rackspace [3], as a representative,
Fig. 1.4 shows the overall architecture of a typical Xen-based virtualized system. A Xen Hyper-
visor, which is also called the virtual machine monitor (VMM), provides the resource mapping
between the virtual hardware and the underlying real hardware of the physical machine. A
privileged VM, namely, the Domain0, is created at boot time and is allowed to use the control
interface. The Hypervisor works together with the host OS running on the Domain0 to provide
system management utilities for users to manage the physical machine as well as VMs, e.g., the
CPU scheduling policy and the resource allocation. The OS running on an unprivileged domain
(DomainU) VM is called the guest OS, which can only access the resources that are allocated
by the Hypervisor. It is worth noting that the host OS and the guest OSes can be different.
The DomainU VMs cannot directly access the I/O devices; rather, the Domain0 VM handles
all of the I/O processing. Xen uses the shared memory mechanism for data transfer between
co-located VMs [8]. Intuitively, existing data locality mechanisms should also work well in a
virtualized environment, which has yet to be validated (or invalidated).

Realizing the great need and potential of running MapReduce on virtualized public clouds,
there have been pioneer studies toward improving the performance of MapReduce over virtual
machine clusters, e.g., [25, 30, 46, 10]. One important aspect, data locality that seeks to co-locate
computation with data, however has yet to be addressed in this new context. Since fetching data
from remote servers across multiple network switches can be costly, data locality can effectively
improve the MapReduce performance in a physical machine cluster or datacenter with high over-
provisioning ratio [22]. Intuitively, it should also work well by placing data close to VMs, which
unfortunately is not true in a virtualized cloud. Ibrahim et al. [25] identified that different disk

9



pair schedulers cause Hadoop performance variation and accordingly proposed an adaptive disk
I/O scheduling algorithm. Fang et al. [17] discussed the I/O scheduling in Xen-based virtualized
clouds, and suggested two improvements: enhancing Domain0’s weight dynamically, and using
physical machines as master nodes. Kang etal. [30] proposed the MapReduce Group Scheduler
(MRG), targeting multiple MapReduce clusters running on the same physical machine cluster.
Yuan etal. [54] developed an interference-aware algorithm that smartly allocates MapReduce
tasks to different VMs. Given the multi-tenancy nature, the performance of virtual machines
can be highly heterogeneous and variant, and the LATE scheduling algorithm [57] was proposed
for job scheduling in this new context.

Data locality is critical to the performance of MapReduce tasks, and there have been signif-
icant studies toward improving data locality, e.g.,[22, 5, 4, 27, 55, 58, 23]. However, these works
on data locality have yet to address the distinguished challenges from virtual machines in a
public cloud. In the virtualized environment, a location-aware data allocation strategy was pro-
posed in [20], which allocates file blocks across all physical machines evenly and the replicas are
located in different physical machines. Purlieus [44] improves the data locality through locality-
aware VM placement such that the data transfer overhead is minimized. DRR [46] enhances
locality-aware task scheduling through dynamically increasing or decreasing the computation
capability of each node. An interference and locality-aware (ILA) scheduling strategy has been
developed for virtualized MapReduce clusters, using a task performance prediction model to
mitigate inter-VM interference and preserve task data locality [10].

1.2 Motivation

In this section, we present an overview of MapReduce and datacenter network. We will also
discuss the data locality issues and the cost in virtualized environment that motivates our study.

Hadoop[2], a popular open source implementation of the MapReduce framework, is used to
process the large graph. They sequentially store the files, which are uniformly divided into blocks.
Pregel[39] is made to balance the workload with different approaches. Giraph[7] as an existing
implementations of Pregel system provides a hash-based graph partitioning schemes, which
are taken efficiently as a preprocessing step. Surfer[13] with more sophisticated partitioning
techniques, such as min-cuts. Hama[50] utilizes distributed data stores and graph indexing on
vertices and edges. Yet graph partitioning alone is not sufficient for miniming the computation,
Mizan[36] provides a range-based partitioning approach to adaptively balance workload in graph
processing.

We take Figure 1.5 as an example to illustrate the influence of data replication strategies,
where files A and B are popular, and files C, D, E, F are not. Now assume that there is strong
data dependency between each of the file pairs (A,B), (C,D), and (E,F), weak dependency
between (A,C), (A,E), and (D,F), and no dependency otherwise. We try to find a good storage
strategy to minimize the traffic overhead, according to the dependency among files, as well as
the file popularity.
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Figure 1.5: An example of different replication strategies based on (a) Hadoop only; (b)graph
partition approach only; (c) data popularity only; (d) both data popularity and dependency.
The number of edges between nodes denotes the level of dependency.

As Figure 1.5(a) shows, the default replication strategy of Hadoop uniformly spreads files
over all the servers, which achieves good fault tolerance and scalability. Yet it does not consider
file popularity and dependency, and thus would incur high cross-server traffic. Figure 1.5(b)
demonstrates the efforts of more advanced solutions with min-cuts based partitioning techniques
to balance computation and communication [13]. Not surprisingly, these approaches can reduce
a large amount of cross-server traffic among workers since files with strong dependency are stored
together. On the other hand, these works largely neglect file popularity, leading to imbalanced
workload on individual servers. For example, server 1 would become the hotspot since it hosts
more popular files, as compared to other servers. (Server 4 even has no jobs to schedule).

On the other hand, the popularity-based replication strategies, e.g., Scarlett [5], work well
only if the original data-intensive job can be evenly distributed, and each computation node can
work in parallel. In practice, ultra-high parallelization is often hindered by data dependency
among files. A basic popularity-based strategy would create two replicas for the popular files,
namely A1, A2 for file A, and B1, B2 for file B, and one for each of the remaining files. The
replicas of the popular files can then be evenly to distributed to four servers, each accompanying
a replica of an unpopular file (see Figure 1.5(b)). This strategy, however, would incur frequent
cross-server traffic when highly dependent files are stored separately. For example, since files A
and B have strong mutual dependency, there will be frequent communications between servers
1 and 2, so will be servers 3 and 4.

Hence, a better replication strategy should consider both file popularity and dependency, as
shown in Figure 1.5(d). We can replicate files based on file popularity and place the files with
strong dependency in close vicinity. Not only the cross-server traffic can be largely reduced, but
also the imbalanced computation workloads can be relieved.
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Such data dependency exists in many real-world applications. For example, many jobs
involve iterative steps, and in each iteration, specific tasks need to exchange the output of the
current step with each other before going to the next iteration [16]. These tasks will keep waiting
until all the necessary data exchanges are completed. Consider the page ranking algorithm [43].
Millions of websites and the hyperlinks among them compose a huge graph, which is divided into
a large number of subgraphs for MapReduce. The ranking-computing task is usually conducted
on a cluster with hundreds and even thousands of servers. Since each server only deals with a
subset of the websites, to compute the rank of all the websites, the servers storing dependent
data need to exchange the intermediate results in each iteration. Another example is to count the
hops between a user pair in an online social network, a frequently used function for such social
network analysis as finding the closeness of two users in Facebook or Linkedin. The shortest
path calculation in a large social network will involve a number of files, since each single file
generally stores a small portion of the whole graph data only.

It is worth noting that a dependency-aware strategy may result in less-balanced workload
of individual servers, as shown in Figure 1.5(d). The side effect however is minimal: (1) the
popular files still have more replicas, which remain to be stored on different servers, thereby
mitigating the hotspot problem too; (2), for the servers storing popular files, e.g., servers 1 and
4, most of the data I/O requests can be serviced locally, resulting in higher I/O throughput and
thus lower CPU idle time. In other words, a good dependency-based strategy should strive to
localize data access as much as possible while avoiding potential hotspots through replicating
popular files.

1.3 Thesis Organization

The organization of the rest of this thesis is as follows:
In chapter 2, we formulate the problem and describe the design of our proposed replication

strategy. We develop DALM (Dependency-Aware Locality for MapReduce), a novel replication
strategy for general real-world input data that can be highly skewed and dependent. DALM
accommodates data-dependency in a data-locality framework that comprehensively weights such
key factors as popularity and storage budget.

In chapter 3, through real-world experiments, we show strong evidence that the conventional
notion of data locality designed for physical machines needs substantial revision to accurately
reflect the data locality in virtualized environments. Modifying the storage architecture to
improve data locality in the physical machine level however is nontrivial, as the current task
scheduler module in Hadoop is unable to distinguish the difference: when scheduling tasks, co-
located VMs have the same priority as the VMs on other physical machines in the same rack.
To this end, we develop an enhanced task scheduling algorithm for DALM in the virtualized
environment, namely, vScheduling, that assigns higher priority to co-located VMs.

In chapter 4, we have extensively evaluated DALM through both simulations and real-world
implementations, and have compared with state-of-the-art solutions, including the Hadoop sys-
tem and the popularity-based Scarlett approach. The results have shown that the DALM’s
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replication strategy can significantly improve data locality for different inputs. For a popular
iterative graph processing system, Apache Giraph1 on Hadoop, our prototype implementation
of DALM reduces the remote data access and job completion time by 34.3% and 9.4%, respec-
tively, as compared with Scarlett. For larger-scale multi-tenancy systems, more savings could
be envisioned given that they are more susceptible to data dependency.

In chapter 5, we discuss some points and ideas that need to improve or deserve continuing
working on in the future work and conclude this thesis finally.

1Apache Giraph, http://giraph.apache.org.
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Chapter 2

Dependency-aware Data Locality

In this chapter, we present the overview of our dependency-aware data replication in general
MapReduce clusters. Figure 2.1 provides a high level description of the DALM workflow. The
preprocess module operates on the raw data, which utilizes the ParMETIS algorithm [32] to
identify the dependency in the data and reorganize the raw data accordingly. The popularity
module in HDFS records the access counters for each data block, and appropriately modifies
the replication factors of files using the replication strategy, which is described in Section 2.3.
When one block has a higher replication factor than the actual number of the replicas, the
popularity module will insert replication blocks in the HDFS triggered by remote-data accesses.
Certain data structures are added to maintain and update such information as file dependency
and popularity. In the following part, we discuss the design and optimization of DALM in detail.

2.1 Dependency-aware Data Reorganization

In the existing HDFS, the raw input data is sequentially inserted into the distributed file system,
and thus the dependency among data will be hardly preserved. For example, a large connected
component will be divided into a number of subgraphs and then stored on different servers.
When specific tasks need to process this connected component, the states of all the servers
storing data need to be synchronized, which may incur considerable communication overhead.
In DALM, before loading directly the raw data files to the underlying distributed file system, the
data dependency is identified via preprocessing through graph partitioning techniques, which
helps to place dependent data as close as possible. Figure 2.1 shows how the preprocessing step
is gracefully integrated into HDFS. DALM balances its workload by detecting the dependency
in the graph, placing dependent data blocks together, and then determines the replication factor
of data blocks based on the file popularity.

There have been extensive studies rapidly achieving relatively good partitioning quality for
large scale graphs. Specifically, ParMETIS [32] is widely used to partition the graph based
on dependency, which can be used to reorganize the input data in our proposed DALM. The
partitioning algorithm is a very natural way of clustering points, which is based on the key
observation that the points in the same cluster have a high degree of self-similarity among them.
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Figure 2.1: DALM workflow

Table 2.1: Summary of Notations

pi Popularity of file i
si Size of file i
dij Dependency between files i and j
cj Storage capacity of server j
Pj Aggregate file popularity of server j
P̄ Average of aggregate file popularity of all servers
η Threshold of deviation of Pj from P̄
ri Replication factor of file fi
rL Lower bound of replication factor
rU Upper bound of replication factor
ρki Placement of the kth replica of file i
δ Quota of storage capacity for extra replicas
S Aggregate files size of servers
R Aggregate replicas
D File dependency matrix, where the element dij refers to the

degree of dependency between files i and j

The algorithms implemented in ParMETIS are based on the parallel multilevel k-cut graph
partitioning, adaptive repartitioning, and parallel multi-constrained partitioning.

2.2 Minimizing Cross-server Traffic: Problem Formulation

After reorganizing the raw data based on dependency, DALM aims at reducing the cross-server
traffic by placing dependent data on nearby servers, as formulated in the following. Table 2.1
summarizes the notations. Consider that there are n different files, and that for file i, denoting
its the popularity by pi and its size si. The value of the element dij of the matrix D refers to
the dependency degree between files i and j. In DALM, the dependency degree is obtained by
normalizing the size of cut of the considered two files. In the first step, we need to determine
the replication factor, or how many replicas that each file has, which is denoted by ri. Then
we need to place these replicas on m independent servers, where for each server j, denote the
storage space by cj . We use ρki to represent the kth replica of file i, then for a replica placement
strategy, ρki = j indicates that the kth replica of file i is stored in server j.

In the following we discuss the constraints in the considered data replication and placement
problem.
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To ensure that the total file size on any server does not surpass the storage capacity of the
server, we must have:

n∑
i=1

ri∑
k=1

Ij(ρki )si ≤ cj (2.1)

where Ij is the indicator function such that Ij(ρki ) is equal to 1 if ρki = j holds, and 0 otherwise.
In the off-the-shelf MapReduce-based systems, e.g., Hadoop, all files have the same replica-

tion factor, which is three by default, and can be tuned by users. In our considered problem,
the replication factor of each file can vary from the lower bound (rL) to the upper bound (rU )
based on the file popularity.

Naturally, the extra replicas beyond the lower bound provide higher data availability, which
also call for additional storage space. A user-set parameter δ controls the percentage of the
total storage capacity reserved for extra replicas, which trades off the data locality and storage
efficiency. Let S =

∑
1≤i sirL be the total storage capacity of storing rL replicas for each file.

Then the replication factor should satisfy the following constraints:

n∑
i=1

(ri − rL)si ≤ δS (2.2)

rL ≤ ri ≤ rU , for i = 1, ..., n (2.3)

The basic idea of the popularity-based replication approach is to adapt the replication factor
of each file according to the file popularity in order to alleviate the hotspot problem and improve
resource utilization. Let Pj be the aggregate file popularity of server j, which is the sum of the
popularity of all the replicas stored in this server, and P̄ the average of aggregate file popularity
of all servers. Further, the replica placement should prevent any single server from hosting too
many popular files. Hence we have the following constraints,

Pj =
n∑
i=1

ri∑
k=1

Ij(ρki )
pi
ri
≤ (1 + η)P̄ (2.4)

where η is the threshold of the deviation of Pj from P̄ . We divide pi by ri by assuming that the
access to file i evenly spreads over all of its replicas.

In our considered problem, we aim at minimizing the remote access. In the current Hadoop
system, the computation node will access the replicas as close as possible. Similar to the
popularity-based strategy [5, 4], we consider file as the replica granularity, and our dependency-
aware replication strategy is then divided into two successive steps. The first is to calculate the
replication factor of each file based on its popularity, and the second is to decide which server to
store each replica, such that the replicas of highly dependent files are stored as close as possible
while not exceeding the storage budget and preventing potential hotspots. The details are as
follows.
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2.3 Replication Strategy

We compute the replication factor ri of file fi based on the file popularity and size, as well as
the storage budget given by δ. pi is the observed number of concurrent accesses. Files with
large size have a strictly higher priority of getting their desired number of replications.

Following is the optimization problem to obtain the file replication factor:

min || r
R
− p||2 (2.5)

s.t.
n∑
i=1

(ri − rL)si ≤ δS

rL ≤ ri ≤ rU , for i = 1, .., n

where r = (r1, ..., rn), R =
∑n
i=1 ri, and p = (p1, ..., pn).

To solve it, we start from the Lagrangian function:

f(r) = || r
R
− p||2 + α[

n∑
i=1

(ri − rL)si − δS]

+
n∑
i=1

βi(rL − ri) +
n∑
i=1

γi(ri − rU ) (2.6)

where α, βi and γi are the Lagrange multipliers. Now the Lagrangian Dual becomes

fLD = max
α≥0,
βi≥0,
γi≥0

min
rL≤ri≤rU

f(r) = f∆

Since the objective function in (5) is convex, and the constraints are linear, according to the
Slater’s condition, we have

∆ri = 2(ri
R
− pi)

1
R

+ αsi − βi + γi = 0

Namely,

ri = Rpi −
R2

2 (αsi − βi + γi) (2.7)

Combining Equations (6) and (7), the Lagrange Dual problem becomes:

max g(α,βββ,γγγ) =
∑n
i=1(R(αsi−βi+γi)

2 )2 +

α[
∑n
i=1(Rpi + R2

2 (αsi − βi + γi)− rL)si − δS] +∑n
i=1 βi(rL −Rpi + R2

2 (αsi − βi + γi)) +∑n
i=1 γi(Rpi − R2

2 (αsi − βi + γi)− rU )

s.t. α ≥ 0, βi ≥ 0, γi ≥ 0, for i = 1, ..., n
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This is a quadratic programming (QP) optimization problem with linear constraints. Rather
than adopting the time-consuming numerical QP optimization, here we use the Sequential Min-
imal Optimization (SMO) technique [48] to solve the above problem to find ri. The main idea of
SMO is as follows. SMO breaks the original QP problem into a series of smallest sub-problems,
which have only two multipliers and can be solved analytically. The original problem is solved
when all the Lagrange multipliers satisfy the Karush-Kuhn-Tucker (KKT) conditions. In other
words, SMO consists of two components: solving the sub-problems with two Lagrange multi-
pliers through an analytic method, and choosing which pair of multipliers to optimize, through
heuristics in general. The first multiplier is selected among the multipliers that violate the
KKT conditions, and the second multiplier is selected such that the dual objective has a large
increase. SMO is guaranteed to converge, and various heuristics have been developed to speed
up the algorithm. Compared to numerical QP optimization methods, SMO scales better and
runs much faster.

2.4 Placement Strategy

Algorithm 1 The modified k-medois algorithm for replica placement
1: Randomly select m replicas be the initial cluster centers, namely medoids.
2: For each of the remaining replicas i, assign it to the cluster with the most dependent filesif

the constraints are satisfied.
3: for each medoid replica i do
4: for each non-medoid replica j do
5: Swap i and j if the constraints are satisfied.
6: Memorize the current partition if it preserves more data dependency
7: end for
8: end for
9: Iterate between steps 3 and 8 until convergence.

10: return m clusters

After obtaining the replication factor of each file, we now study the problem of placing
replicas on a set of candidate servers, which is equivalent to finding a mapping from replicas
to servers, so that the replicas with strong dependency can be assigned to the same server or
nearby ones. This is similar to the clustering problem that the replicas are partitioned into m
groups, where m is the numbers of servers. The k-means clustering approach [28] (including its
variation k-median clustering) is perhaps the most widely used technique for data clustering. It
is however not feasible for our problem, since the k-means algorithm requires the data points
have coordinates in a feature space, which is not readily available in our scenario. The k-medoids
algorithm [45] fits our problem well. Compared with the k-means algorithm, it is more reliable
to outliers and only needs the distance information between data points, which corresponds to
the data dependency in our scenario. The original k-medoids can not be directly applied to our
problem, since we need to further incorporate the following constraints:

• Only one replica of the same file can be placed in the same server.
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• The aggregated popularity of each server cannot exceed (1 + η)P̄ .

• The total file/replica size on any server cannot exceed the storage capacity of the server.

The pseudo-code of the modified k-medoids algorithm is shown in Algorithm 1. The al-
gorithm takes the dependency matrix D as the input, and returns a partition of replicas that
minimizes the cross-server dependency while satisfying all the constraints. It is worth noting
that this algorithm assumes that all the servers are in the same layer, e.g., interconnected by a
single core switch. For a multilevel tree-topology cluster, this algorithm should be modified in
a hierarchical way, which means that the data replicas are iteratively partitioned from the top
level to the bottom level, such that dependent data is placed as close as possible.
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Chapter 3

Data Locality in Virtualized
Environment

In this chapter, we will discuss the implementation of the DALM prototype in the virtualized
environment, and the deployment issues in practical systems. Before we dive into the prototype
implementation details, we will examine the data locality issue in the virtualized environment,
as many users deploy the MapReduce systems on the readily available public clouds, which have
unique characteristics as compared to physical machine clusters. The virtualization techniques
(e.g., Xen, KVM, and VMware) lie as the technical foundation of most public clouds, which allow
multiple virtual machines (VMs) running on a single physical machine (PM). Virtualization
achieves highly efficient hardware resource sharing and effectively reduces the operating costs
of cloud providers. It is known that virtualization would introduce non-trivial performance
overhead to most aspects of computer systems, and many applications, no matter computation
or I/O intensive, will experience certain performance penalty when running on virtual machines.
To this end, there have been a lot of studies toward examining and improving the performance
MapReduce over virtual machine clusters, e.g., [30, 44, 46, 10]. The data dependency issue,
however, has yet to be addressed in the virtualized environment.

3.1 Accommodating Machine Virtualization

In a physical machine cluster, each slave node as part of file system in MapReduce has a DataN-
ode to store a portion of data, and a TaskTracker that accepts and schedules tasks. The NameN-
ode on the master node keeps the directory tree of all files on DataNodes, and keeps track of the
locations of files. Similarly, in a virtual machine cluster, each virtual machine works as a slave,
which also contains a DataNode and a TaskTracker by default. This balanced architecture is
very intuitive and is supposed to provide the optimal performance, so that each virtual machine
can access the data locally, achieving the maximum data locality. To reduce the cross-server
network traffic during the job execution, the MapReduce task scheduler on the master node
usually places a task onto the slave, on which the required input data is available if possible.
This is not always successful since the slave nodes having the input data may not have free
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slots at that time. Recall that the default replication factor is three in the Hadoop systems,
which means that each file block is stored on three servers–two of them are within the same
rack and the remaining one is in a different rack. Hence, depending on the distance between
DataNode and TaskTracker, the default Hadoop defines three levels of data locality, namely,
node-local, rack-local, and off-switch. Node-local is the optimal case that the task is scheduled
on the node having data. Rack-local represents a suboptimal case that the task is scheduled on
a node different from the node having data; the two nodes are within the same rack. Rack-local
will incur cross-server traffic. Off-switch is the worst case, in which both the node-local and
rack-local nodes have no free slots, and thus the task needs to retrieve data from a node in a
different rack, incurring cross-rack traffic. When scheduling a task, the task scheduler takes a
priority-based strategy: node-local has the highest priority, whereas off-switch has the lowest.
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ToR Switch 1 ToR Switch 2
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TaskTracker TaskTracker
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Figure 3.1: A typical virtual MapReduce cluster. A core switch is a high-capacity switch
interconnecting top-of-rack (ToR) switches, which have relatively low capacity.

DALM can be easily incorporated into this conventional three-level design with a physical
machine cluster. Such machine virtualization tools as Xen, KVM, and VMware allow multiple
virtual machines (VMs) running on a single physical machine (PM), offering highly efficient
hardware resource sharing and effectively reducing the operating costs of cloud providers. They
have not only become a foundation for today’s modern cloud platforms, but also affect the notion
of data locality [30, 44, 46, 10]. For illustration, consider the overall architecture of a typical
Xen-based virtualized system in Figure 3.1. For a file block stored on VM 1-a, scheduling the
task on VM 1-b or VM 2-b are considered identical by the task scheduler, for both are rack-local.
The data exchanges between co-located VMs (e.g., VM 1-a and VM 1-b), however, are much
faster than those between remote VMs (e.g., VM 1-b and VM 2-b), and hence the two cases
should have different scheduling priorities.

To understand the impact to locality with highly-dependent data, we set up a MapReduce
cluster consisting of three physical machines, as Fig 3.2 shows: PM3 acts as the master node,
and the other two PM1 and PM2 runs three VMs. As such, our cluster has six slave nodes in
total. For the file block placement strategy, we consider the following three representatives: 1.

21



first divide the whole graph into two partitions, and then further divide each partition into three
smaller partitions, which are placed on the co-located three VMs, respectively; 2. divide the
graph into six partitions, and randomly place each partition on each VM; 3. uniformly place
the graph data on all VMs.
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Figure 3.2: The Xen-based testbed examines the different storage strategies.

We have investigated the impact of data dependency when the data is highly dependent
on our testbed virtualized platform. Specifically, we extract 3.5 GB wikipedia data from the
wikimedia database1, and then run the Shortest Path application in the widely used Giraph
system as the microbenchmark. We run the shortest path application five times with each
storage strategy, report the average job finish time in Figure 3.3. The first storage strategy
achieves the best performance since it matches well with the underlying server topology. As
compared with the second strategy, it can significantly reduce the cross-server traffic by placing
dependent data on the same PM, which on the other hand, is offloaded to the much more efficient
communication among co-located VMs.
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Figure 3.3: Job finish time with different storage strategies.

Since fetching data from remote servers across multiple network switches can be costly, data
locality can effectively improve the MapReduce performance in a physical machine cluster or
datacenter with high over-provisioning ratio [22]. When the basic popularity-based replication
strategy works on virtualized environment, it would spread files with strong dependency over

1Available at http://dumps.wikimedia.org/
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different virtual machines. Such a default MapReduce scheduling with a basic replication s-
trategy fairly distribute data replicates onto these VMs, which can incur frequent remote data
accesses. The basic strategy and scheduling not only introduces excessive cross-server traffic but
also prolong the overall job completion time.

Based on above observation, we further provide a two-level storage strategy of DALM to
fit in the virtualized environment. Similar to the first representative approach in the above
experiment, we will first partition, replicate and place the data in physical machine level, then
further divide the data block clusters in the virtual machine level. Intuitively, we can understand
that most traffic are transferred inside the physical machine, which can considerately reduce the
network cost.

3.2 System Design

Given the observations above, it is necessary to re-visit the notation of data locality for MapRe-
duce in virtualized clouds. This inspires our design and development of DALM, which seeks to
improve the effectiveness of locality in the virtualized environment, yet with minimized mod-
ifications to the existing MapReduce implementations. In this section, we first illustrate the
high-level design of DALM and then, using Hadoop as a representative, discuss a series of
practical issues toward real-world implementation that offers a convenient interface configure
parameters based on specific virtual environments.

Fig. 3.1 illustrates the architecture of DALM. To reduce the cross-server network traffic
during the job execution, the task scheduler on the master node usually places a task onto the
slave, on which the required input data is available if possible. Yet this is not always successful
since the slave nodes having the input data may not have free slots at that time. Recall that
the default replication factor is three in the Hadoop systems, which means that each file block
is stored on three servers—two of them are within the same rack and the remaining one is
in a different rack. Hence, depending on the distance between DataNode and TaskTracker, the
default Hadoop defines three levels of data locality, namely, node-local, rack-local, and off-switch.
Node-local is the optimal case that the task is scheduled on the node having data. Rack-local
represents a suboptimal case that the task is scheduled on a node different from the node having
data; yet the two nodes are within the same rack. Rack-local will incur cross-server traffic.
Off-switch is the worst case, which both the node-local and rack-local nodes have no free slots,
and thus the task needs to retrieve data from a node in a different rack, incurring both cross-
server and cross-rack traffic. When scheduling a task, the task scheduler takes a priority-based
strategy: node-local has the highest priority, whereas off-switch has the lowest.

In virtualized MapReduce clusters, however, the three-level design is not enough to accurately
reflect the data locality. For example, in Fig. 3.1, for a file block stored on VM 1-a, scheduling
the task on VM 1-b or VM 2-b are considered identical by the task scheduler, for both are
rack-local. Yet data exchanges between co-located VMs (e.g., VM 1-a and VM 1-b) are much
faster than those between remote VMs (e.g., VM 1-b and VM 2-b), and hence the two cases
should have different scheduling priorities. As such, we modify the original three-level priority
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scheduling strategy by splitting node-local into two priority levels, namely, VM-local and PM-
local, in virtualized MapReduce clusters, defined as follows:

Definition 1. VM-local. A task and its required data are on the same virtual machine;

Definition 2. PM-local. A task and its required data are on two co-located virtual machines,
respectively.

At the beginning of running a MapReduce job, DALM launches a topology configuration
process that identifies the structure of the underlying virtualized clusters from a configuration
file. The points in the same or nearest communities in the graph are able to be placed on the same
data block, so that they will be dealt with in the same computation node. A VM is associated
with a unique ID, in the format of rack-PM-VM, such that the degree of locality can be easily
obtained. The scheduling algorithm then schedules tasks in a virtualized MapReduce cluster
based on the newly designed priority-levels. The key change of this scheduler in Algorithm 2 is
that, when a VM has free slots, it requests new tasks from the master node through heartbeat,
and the task scheduler on the master node assigns tasks according to the following priority order:
VM-local, PM-local, rack-local, and off-switch.

Algorithm 2 vScheduling: Task scheduling in DALM MapReduce systems
1: when the task scheduler receives a heartbeat from node v:
2: if v has a free slot then
3: sort the pending tasks according to the priority policy and obtain a list T
4: schedule the first task to node v
5: end if

3.3 Implementation Details

The above high-level description provides a sketch of the DALM’s workflow. Implementing
it in real-world MapReduce systems however is nontrivial. In particular, we need to modify
the original priority level as well as the corresponding scheduling policy, calling for careful
examination of the whole Hadoop package to identify the related classes and methods. We also
need to ensure that our modifications are compatible with other modules.

To demonstrate the practicability of DALM and investigate its performance in real-world
MapReduce clusters, we have implemented the prototype of DALM based on Hadoop 1.2.1
and Apache Giraph 1.0.0 by extending the Hadoop Distributed File System (HDFS) with the
proposed adaptive replication scheme. We have also modified the existing job scheduling strat-
egy to be virtualization-aware. As we have re-defined the locality levels, and revised the task
scheduling policy accordingly, we carefully examine the whole Hadoop package to identify the
related source codes, and make necessary modifications. We ensure that our modifications are
compatible with the remaining modules. We now highlight the key modifications in the practical
implementation in the following.
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Public synchronized List <Task> 
assignTasks (TaskTracker taskTracker) {
List<Task> assignedTasks = new ArrayList<Task>();
for (int i=0; i < availableMapSlots; ++i) {
       synchronized (jobQueue) {
               for (JobInProgress job : jobQueue) {
                     Task t = null;
                     t = job.obtainNewLocalMapTask();
                     if (t != null) {

            assignedTasks.add(t);
            break;

                     }
                     t = job.obtainNewNonLocalMapTask();

        if (t != null) {
             assignedTasks.add(t);
             break;
             break scheduleMaps;

                      }  
               }
      }               
}                

Public synchronized List <Task> 
assignTasks (TaskTracker taskTracker) {
List<Task> assignedTasks = new ArrayList<Task>();
for (int i=0; i < availableMapSlots; ++i) {
       ... 
                     t = job.obtainNewVmOrPmLocalMapTask();
                     if (t != null) {

            assignedTasks.add(t);
            break;

                     }
                     t = job.obtainNewRackLocalMapTask();
                     if (t != null) {

            assignedTasks.add(t);
            break;

                     }
                     t = job.obtainNewNonLocalMapTask();

        if (t != null) {
             assignedTasks.add(t);
             break;
             break scheduleMaps;

                      }  
       ...      
}                

(a)

(b)

Figure 3.4: Task scheduler in Standard Hadoop (a) and DALM (b)

First, we modify the original NODE-LOCAL to PM-LOCAL and VM-LOCAL as follows. In the
source code Locality.java, NODE_LOCAL is replaced by VM_LOCAL or PM_LOCAL depending on
whether a task is launched on the local VM or on a co-located VM. The NetworkTopology class
in NetworkTopology.java, which defines the hierarchical tree topology of MapReduce clusters,
is extended to VirtualNetworkTopology by overriding such methods as getDistance() and
pseudoSortByDistance(). During the initialization of NameNode, VirtualNetworkTopology

returns clusterMap, which is the network topology, to the DataNodeManager. In DALM, the
distance calculation is updated to VM-local (0), PM-local (1), rack-local (2), and off-switch (4).

Second, we modify the task scheduling algorithm to be virtualization aware, which is main-
ly implemented in JobInProgress.java and JobQueueTaskScheduler.java. In the standard
Hadoop and DALM systems, the task scheduler works as shown in Figure 3.4(a) and Fig-
ure 3.4(b), respectively. We modify the original JobQueueTaskScheduler() method to respond
to TaskTracker heartbeat requests. The getMachineLevelForNodes() method in the source
code JobInProgess.java is the key component of the task scheduler. In our implementation
of DALM, the task scheduler in DALM works as shown in Figure 3.4(b): it first assigns VM-
local and PM-local tasks through obtainVmOrPmLocalMapTask(), then rack-local tasks through
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obtainRackLocalMapTask(), and finally other tasks through obtainNonLocalMapTask(). All
these three methods are encapsulated in a general method, namely, obtainNewMapTask() in
JobInProgress.class. We keep the original interfaces of obtainNewMapTask() to ensure the
compatibility.

After making the above modifications, we re-compile the whole package to get the executable
.jar file, which is then deployed on the MapReduce cluster.

To reduce the cross-server network traffic during the job execution, the task scheduler on the
master node usually places a task onto the slave, on which the required input data is available
if possible. This is not always successful since the slave nodes having the input data may not
have free slots at that time. Recall that the default replication factor is three in the Hadoop
systems, which means that each file block is stored on three servers–two of them are within
the same rack and the remaining one is in a different rack. Hence, depending on the distance
between DataNode and TaksTracker, the default Hadoop defines three levels of data locality,
namely, node-local, rack-local, and off-switch. Node-local is the optimal case that the task is
scheduled on the node having data. Rack-local represents a suboptimal case that the task is
scheduled on a node different from the node having data; the two nodes are within the same
rack. Rack-local will incur cross-server traffic. Off-switch is the worst case, which both the
node-local and rack-local nodes have no free slots, and thus the task needs to retrieve data from
a node in a different rack, incurring both cross-server and cross-rack traffic. When scheduling
a task, the task scheduler takes a priority-based strategy: node-local has the highest priority,
whereas off-switch has the lowest.

At the beginning of running a MapReduce job, DALM launches a topology configuration
process that identifies the structure of the underlying virtualized clusters from a configuration
file. The points in the same or nearest communities in the graph are able to be placed on
the same data block, so that they will be dealt with in the same computation node. Then
a VM is associated with a unique ID, in the format of rack-PM-VM, such that the degree
of locality can be easily obtained. A customized scheduling algorithm then schedules tasks
in a virtualized MapReduce cluster based on the newly designed priority-levels. The main
idea of the scheduling algorithm is as follows. When a VM has free slots, it requests new
tasks from the master node through heartbeat, and the task scheduler on the master node
assigns tasks according to the following priority order: VM-local, PM-local, rack-local, and
off-switch. To demonstrate the practicability of DALM and investigate its performance in real
world MapReduce clusters, we have implemented the prototype of DALM by extending the
Hadoop Distributed File System (HDFS) with the proposed adaptive replication scheme, and
modifying the existing job scheduling strategy to be virtual-aware, based on Hadoop 1.2.1 and
Apache Giraph 1.0.0. As we have re-defined the locality levels, and revised the task scheduling
policy accordingly, we carefully examine the whole Hadoop package to identify the related
relevant source codes, and make necessary modifications. We ensure that our modifications are
compatible with the remaining modules. We now highlight the key modifications in the practical
implementation in the following.

First, we modify the original NODE-LOCAL to PM-LOCAL and VM-LOCAL as follows.
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In Locality.java, NODE_LOCAL is replaced by VM_LOCAL or PM_LOCAL depending on whether
a task is launched on the local VM or on a co-located VM. The NetworkTopology class in
NetworkTopology.java, which defines the hierarchical tree topology of MapReduce clusters,
is extended to VirtualNetworkTopology by overriding such methods as getDistance() and
pseudoSortByDistance().

During the initialization of NameNode, VirtualNetworkTopology returns clusterMap, which
is the network topology, to the DataNodeManager. In DALM, the distance calculation is up-
dated to VM-local (0), PM-local (1), rack-local (2), and off-switch (4).

Second, we modify the task scheduling algorithm to be virtualization aware, which is main-
ly implemented in JobInProgress.java and JobQueueTaskScheduler.java. In the standard
Hadoop systems, the task scheduler works as shown in Figure 3.4(a). We modify the orig-
inal JobQueueTaskScheduler() method to respond to TaskTracker heartbeat requests. The
getMachineLevelForNodes() method in JobInProgess.java is the key component of the task
scheduler. In our implementation of DALM, the task scheduler in DALM works as shown in Fig-
ure 3.4(a): it first assigns VM-local and PM-local tasks through obtainVmOrPmLocalMapTask(),
then rack-local tasks through obtainRackLocalMapTask(), and finally other tasks through
obtainNonLocalMapTask(). All these three methods are encapsulated in a general method,
namely, obtainNewMapTask() in JobInProgress.class. We keep the original interfaces of
obtainNewMapTask() to ensure the compatibility.

After making the above modifications, we re-compile the whole package to get the executable
jar file, which is then deployed on the MapReduce clusters.

So far we have outlined the design of DALM and laid its algorithmic foundations. We now
discuss the practical challenges toward deploying DALM in real-world cloud environment, and
also present our prototype implementation.
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Chapter 4

Performance Evaluation

In this chapter, the performance evaluation includes two sets of algorithms: online load bal-
ancing algorithms and datacenter network-aware load balancing algorithms. We will show the
performance evaluation results of comparing our online load balancing algorithms with the
state-of-the-art algorithms in section 4.1 and the results of our datacenter network-aware load
balancing algorithms in section 4.2.

4.1 Dependency-aware Data Locality

In this section, we provide the performance evaluation of DALM, through extensive simulations
and testbed experiments. We compare DALM and several state-of-the-art data locality solutions

4.1.1 Simulations

We first conduct a series of simulations to examine the effectiveness of the proposed dependency-
based replication strategy in general distributed MapReduce systems. As in previous studies [38],
we assume that the file popularity follows the Pareto distribution [41]. Our approach can easily
adapt to any popularity distribution once it is known or can be estimated. The probability
density function (PDF) of a random variable X with a Pareto distribution is

fX(x) =


αxαm
xα+1 x ≥ xm,

0 x < xm.

where xm is the minimum possible value of x, and α is a positive parameter that controls the
skewness of the distribution. We plot the relative file popularity (the percentage of accesses of
each file in the total accesses of all the files) as a function of the rank of the file for a sample set
of 50 files in Figure 4.1. We can see that with larger α, the most popular files will have more
accesses.

We generate data dependency based on the file popularity. We randomly pick up a depen-
dency ratio for each pair of files between zero and the popularity of the less popular file such
that popular files will have strong mutual dependency with higher probability.
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Figure 4.1: File rank ordered by relative popularity
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Figure 4.2: Impact of the skewness of file popularity

We compare our dependency-based replication strategy (DALM) with the popularity-based
Scarlett [5]. The default Hadoop system serves as the baseline. In the simulation, there are 50
different files with equal size and each file has at least 3 replicas. We examine the sensitivity of
such system parameters as the extra storage budget ratio, the upper bound of replication factor,
the number of servers, and the Pareto index α, with the default value of 20%, 5, 10, and 4.0,
respectively.

The simulation results are shown in Figures 4.2-4.5, for each of the above system parame-
ters, respectively. In general, we find that DALM outperforms the other two approaches with
significantly reduced remote accesses. In the following we present our detailed analysis with
respect to each system parameter.
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Figure 4.3: Impact of the extra storage budget ratio

Figure 4.2 shows the impact of the skewness of file popularity on the reduction of remote
access, with the Pareto index α varying from 1.0 to 5.0. We can see that, with increased
skewness, the data exchanges between the popular files will be more frequent, and thus DALM
can reduce more remote accesses by putting highly dependent files together. However, when
α = 5.0, the popularity of the most popular files is extremely high, such that the replicas of
the highly dependent files cannot be stored together if both of them are very popular, due to
the constraint of aggregated popularity. Scallett also experiences the similar trend, with less
improvement over the baseline.

Figure 4.3 illustrates the impact of the extra storage budget ratio. We can see that when
the budget ratio is low, say 6.6% and 13.3%, the reduction of remote access is limited. The
reason is that with limited extra storage, only a small number of the most popular files have a
lot of replicas, while the other popular files do not have any replicas. Therefore, a lot of data
access/exchange requests need to seek to remote servers. The improvement of DALM becomes
remarkable when the budget ratio reaches 20%, which reduces the remote access substantially
by 22%, compared with 7% of Scallett. It is noting that the gap between DALM and Scallett
will slightly decrease when the budget ratio keeps growing. The reason is that with more extra
storage, Scallett will have more replicas, and thus dependent files would be stored together with
higher probability.

With a storage budget of 20%, the impact of the upper bound of the replication factor is
shown in Figure 4.4. The improvement of DALM becomes more significant when the replication
factor grows from 3 to 6, since a higher upper bound can give more opportunities to alleviate
frequent access of the popular files; on the other hand, when the upper bound is too high, the
improvement goes down since the most popular files will have excessive replicas while few of the
other files have more than three replicas. Intuitively, this imbalance of the number of replicas
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Figure 4.4: Impact of the upper bound of the replication factor
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Figure 4.5: Impact of system scale

maximizes the locality of the most popular files while sacrificing the locality of other files that
occupy a large portion of the whole accesses.

Figure 4.5 shows the impact of the number of servers. Interestingly, the improvement of
DALM becomes less with more servers, though DALM still noticeably outperforms Scarlett in
most cases. The reason is that, with more servers, the replicas have to spread over all the
servers such that the deviation of popularity of each server does not exceed the pre-defined
value, namely η, in which case the data dependency cannot be well preserved. We expect to
smartly adapt our strategy to the number of servers. In particular, when the number of available
servers is abundant, the imbalance of the servers’ aggregated popularity is allowed, and thus
more popular files with strong dependency can be placed on the same server without causing
tangible hardware resource contention.
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4.1.2 Experiments

Experiment Setup

We next present the real-world experiment results in a representative virtualized environment.
Our testbed consists of 4 Dell servers (OPTIPLEX 7010), each equipped with an Intel Core
i7-3770 3.4 GHz quad core CPU, 16 GB 1333 MHz DDR3 RAM, a 1 TB 7200 RPM hard drive,
and a 1 Gbps Network Interface Card (NIC). Hyper-Threading is enabled for the CPUs so
that each CPU core can support two threads. All physical machines are inter-connected by a
NETGEAR 8-port gigabit switch. This fully controllable testbed system allows the machines
to be interconnected with the maximum speed, and enables us to closely examine the impact of
data dependency and data locality. We use the open source monitoring system Ganglia1 3.5.12
to monitor the system running conditions.

We compare DALM with Scarlett and Surfer, as well as the default Hadoop system, in terms
of job completion time, and cross-server traffic. We use a public social network data set [53],
which contains 8,164,015 vertices and 153,112,820 edges, and the volume is 2.10 GB. There are
roughly five communities in the graph, and we select one of them as the popular one. The
default system settings are as follows: the block size is 32 MB, and the replication factor is 2
in the default Hadoop system; the extra storage budget ratio is 20%, with the replication lower
bound of 2 and the upper bound of 4 for both DALM and Scarlett. We allocate 32 workers
in total, with 8 map workers on each slave server, and 7 map workers and 1 reduce workers
on the master server. We run two representative applications to evaluate the performance of
these systems, namely, shortest path and PageRank. The ShortestPath application finds the
shortest path for all pairs of vertices; the PageRank application ranks the vertices according to
the PageRank algorithm.

Experiment Results

A. Job Finish Time
We first compare the job finish time of different systems. For each system, we run each bench-
mark application five times, and plot the average improvement of job finish time in Figure 4.6.
The default Hadoop system serves as the baseline.

It can be observed that DALM significantly improves the system performance in the job
finish time over the other systems. Compared with the default Hadoop, Scarlett, Surfer, our
proposed DALM on average improves the job finish time by 10.74%, 12.40%, and 28.09% for
shortest path, respectively. For PageRank, the improvements are 6.74%, 16.37%, and 17.80%,
respectively. These results clearly demonstrates all the three systems can significantly reduce
the job finish time over the default Hadoop system. Scarlett improves data locality by smartly
replicating popular blocks, while Surfer can reduce cross-server traffic with dependency-aware
placement. DALM achieves the shortest job finish time by integrating the dependency-aware
placement strategy of Surfer, and the popularity-based replication strategy of Scarlett. Further,

1Ganglia Monitoring System, http://ganglia.sourceforge.net
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Figure 4.6: Average Job Completion Time
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Figure 4.7: Data Locality of Jobs

DALM adapts the task scheduling algorithm to be virtual aware, which has the potential to
further improve job finish time in larger scale systems.

B. Data Locality and Cross-server Traffic
We now take a closer look at how DALM achieves the best performance. Data locality is an
important metric in MapReduce systems, since it largely reflects the data traffic pressure on
the network fabric. Data locality is highly desirable for MapReduce applications, especially in
commercial data centers where the network fabrics are highly oversubscribed, and the commu-
nications across racks are generally costly. Figure 4.7 shows that DALM achieves remarkably
improvement in data locality, as compared to Scarlett and Surfer for both benchmark applica-
tions. Since Scarlett has more replicas for popular data blocks than Surfer, the data locality
of Scarlett is higher. With both popularity and dependency-based schemes, DALM is able to
provide 100% data locality.
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Figure 4.8: Cross-server Traffic Size (MB)

Figure 4.8 explains the advantages of DALM over Hadoop, Scarlett, and Surfer, from the
perspective of cross-server traffic. In the default Hadoop, only half of the tasks are localized,
which means there is considerable overhead caused by remote task executions and communica-
tions. Scarlett and Surfer successfully reduce the cross-server traffic with more replications and
dependency-aware data placement, respectively. Yet Scarlett can evict strong dependent tasks
on remote VMs, leading to increased task finish time. Surfer, on the other hand, successfully
reduces a large amount of remote communications by placing dependent tasks on nearby VMs,
but incurs the hotspot problem for popular data blocks. In DALM, most tasks are assigned to
the appropriate VMs storing the necessary data blocks, minimizing the out-of-rack tasks. The
hot spot problems are also largely avoided through data replication.

4.2 DALM Performance in Virtualized Environment

In this section, we evaluate the performance of DALM based on our testbed virtualized cloud
platform. Our platform consists of eight physical machines, which are inter-connected through a
gigabit switch. machines. We use a separate physical machine as the master node, which, as the
central controller, involves heavy I/O operations and network communications to maintain the
state of the whole cluster and schedule tasks. Using a dedicated physical machine, rather than a
virtual machine, ensures fast response time with minimized resource contention, and accordingly
enables a fair comparison with fully non-virtualized systems. Other physical machines that host
virtual slave nodes run the latest Xen Hypervisor (version 4.1.3). On each physical machine,
besides the Domain0 VM, we configure three identical DomainU VMs, which act as slave nodes.
For the operating systems running on VMs (both Domain0 and DomainU), we use the popular
Ubuntu 12.04 LTS 64 bit (kernel version 3.11.0-12). All the VMs are allocated two virtual CPUs
and 4 GB memory. We use the logical volume management (LVM) system, which is convenient
for on demand resizing, to allocate each DomainU VM a 100 GB disk space in default.
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Hence, our virtualized MapReduce cluster has twenty-two nodes in total, namely, one phys-
ical master node and twenty-one virtual slave nodes. We compare DALM integrating to the
vScheduler with two other systems, Default and DFS-only (DALM File System only). Default
runs the standard Hadoop 1.2.1 system with one DataNode on each virtual slave node, which
serves as the baseline; DFS-only only adopts the storage strategy of DALM. We select three
widely used Hadoop benchmark applications Sort, ShortestPath, and PageRank. We use the
3.5 GB wikipedia data as the input for Sort, and process the data to the input format (directed
graph) of ShortestPath and PageRank.2 The PageRank application ranks the vertices according
to the PageRank algorithm, and the ShortestPath application finds the shortest path for all
pairs of vertices in the input file.

We compare the job finish time of different systems. For each system, we run the experi-
ments for each benchmark application five times, and plot the average job finish time, as well
as the standard deviation in Fig. 4.9. It is observed that DALM significantly improves the per-
formance of all the selected MapReduce applications over the other systems. Compared with
Default, DFS-only improves the job finish time by 9.6% on average for Sort, which again veri-
fies the effectiveness of revising the DataNote placement strategy. DALM, by adapting the task
scheduling algorithm to be virtual aware, can further improve the job finish time by 16.3% on
average, as compared with DFS-only (24.3% as directly compared with Default). The improve-
ments on ShortestPath and PageRank are less significant (16.2% and 12.3% as compared with
Default, respectively), since the number of reducers in these two applications is less than that
in Sort, and thus the reduce phase, in which data locality has less impact, accounts for most
of the running time. Further, these two applications involve iterative steps, which incur a lot of
communication overhead.

Since data locality is mainly related to the map phase, we plot of the empirical CDF of the
map task finish time in Fig. 4.10, which gives us a much more clearer picture of the impressive
improvements of DALM over Default. We can see that the system design has a remarkable
impact on the finish time of individual map tasks. Taking Sort as an example, in the Default
system, all the map tasks take more than 20 seconds, and nearly 30% tasks need more than
40 seconds. On the other hand, in both DFS-only and DALM systems, more than 70% tasks
can be finished in less than 18 seconds, indicating that the reduced number of DataNodes
can effectively mitigate the interference and speed up task execution. The remaining tasks,
accounting for about 20% of the total, have divergent finish time distributions in DFS-only
and DALM: all the remaining tasks can be finished within 40 seconds in DALM, while most of
them need more than 40 seconds in DFS-only, implying that vScheduling significantly reduces
rack-local (cross-PM) tasks.

2Each URL in the file is represented by a vertex, and each hyperlink is represented by a directed edge.

35



Default DFS-only DALM
0

20

40

60

80

100

120

140

Jo
b 

F
in

is
h 

T
im

e 
(s

ec
)

Sort

(a)

Default DFS-only DALM
0

50

100

150

200

250

Jo
b 

F
in

is
h 

T
im

e 
(s

ec
)

Shortest Path

(b)

Default DFS-only DALM
0

200

400

600

800

1000

1200

1400

Jo
b 

F
in

is
h 

T
im

e 
(s

ec
)

PageRank

(c)

Figure 4.9: Job finish time of different systems
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Chapter 5

Discussion and Conclusion

5.1 Discussion

As an important practice to improve MapReduce performance, data locality has been extensively
investigated in physical machine clusters. In this thesis, we showed strong evidence that the
conventional efforts on improving data locality can cause negative impact on typical MapReduce
applications in virtualized environments. By examining the inter-VM contention for the shared
resources, we suggested to adapt the existing storage architecture to be virtual-machine-aware,
which offloads a large portion of congested disk I/O to the highly efficient network I/O with
memory sharing. This new storage design demands revision on the traditional three-level data
locality, so does the task scheduling. To this end, we developed DALM, a systematic solution to
improve data locality in virtualized MapReduce clusters. Through real-world implementation
and deployment of DALM, we demonstrated the superiority of DALM against state-of-the-art
Hadoop systems. There is one potential limit of DALM that it requires the topology information
of the underlying cluster, which is not readily available in current public clouds. Yet, we believe
that this information will be provided by cloud providers in the near future to facilitate cloud
users, to further improve the performance through topology-aware resource provisioning.

DALM is basically composed of two modules, one computing the replication factor of each
files, and the other determining the replica placement. To compute the replication factor, we
need the information of file popularity. We implemented a monitor daemon on the NameNode
to automatically collect the statistics of file accesses and data dependency. We then compute
the replication factor using the SMO solver. HDFS already provides a flexible API to change the
default replication factor for each file. Yet it does not provide any policy to specify this value
automatically and dynamically. Hence, we write a program to set the replication factor for each
file, and then determine where to store each replica using our modified k-medoids algorithm,
which outputs to the replica placement module on the NameNode. In order to enforce our
replica placement strategy, we modify the file placement module in the default Hadoop system.
As a result, the replica placement module will transfer the replicas to the corresponding servers
determined by the modified k-medoids algorithm. DALM is highly compatible with state-of-the-
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art data center infrastructure and can be extended to other distributed computation paradigms
if strong data dependency has been observed.

Recently, cluster or community detection in large-scale social graphs has also attracted re-
markable attention [37, 31, 53]. The detection algorithms group nodes having more linked edges
together, and could be used in DALM’s preprocessing module. Unfortunately, they generally
divide graphs into communities consisting of up to hundreds of nodes [37]. Considering that the
size of file blocks in HDFS is 64 MB by default, the granularity of communities can be too small
for data storage. The size of communities can be highly heterogeneous across different commu-
nities, too, making it difficult to use a community as the basic storage unit. We expect more
efficient and flexible community detection algorithms to be developed and possibly incorporated
into DALM in the future.

For the future work, we will explore the following directions. First, we plan to further
optimize the two basic components of DALM: for the storage design, we can incorporate the
file popularity issue to balance the workloads of individual DataNodes; for the task scheduling,
we may incorporate other advanced strategies, e.g., the Delay Scheduling [55] to the virtualized
environment. Second, our preliminary DALM design in this thesis focuses on a single user
scenario. In the multi-user scenario, the fairness among users should be addressed too for storage
design and task scheduling. Third, we will investigate the possibility of more flexible resource
allocation in DALM. Given that not all VMs have DataNodes, the workloads of different types
of VMs can be different, leading to a heterogeneous environment. We plan to conduct a more
detailed profiling analysis to identify the potential performance bottleneck of the DALM design,
and compare both offline solutions that allocate different amounts of resources (e.g., CPU and
memory) based on workloads, and online solutions that dynamically adjusts the capabilities of
VMs through the Xen control interfaces.

5.2 Conclusion

In this thesis, we have showed strong evidence that data dependency, which exists in many
real-world applications, has a significant impact on the performance of typical MapReduce ap-
plications. As an efficient approach to improve data locality, replication has been widely adopted
in many MapReduce. The existing popularity-based replication strategy mainly strive to alle-
viates hotspots, at the expense of excessive cross-server data accesses/exchanges. Taking graph
data as a representative case study, we have illustrated that traditional replication strategies
can store highly dependent data on different servers, leading to massive remote data access-
es. To this end, we have developed DALM, a comprehensive and practical solution toward
dependency-aware locality for MapReduce in virtualized environments. DALM first leverages
the graph partition technique to identify the dependency of the input data, and reorganize
the data storage accordingly. It then replicates data blocks according to the historical data
popularity, and smartly places data blocks across VMs subject to such practical constraints as
storage budget, replication upper bound, and the underlying network topology. Through both
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simulations and real-world deployment of the DALM prototype, we illustrated the superiority
of DALM against state-of-the-art solutions.

It is worth noting that cross-server traffic still exists in DALM. For example, if the VMs on
one PM are all busy and have no free slots, while some VMs on other PMs have free slots, the
task scheduler has to allocate the pending tasks. This could be improved through incorporating
delay scheduling [55] into DALM. DALM also needs the topology information of the underlying
clusters for data placement. If such information is not available, a topology inference algorithm
might be needed, e.g., through bandwidth/latency measurement between VM pairs.
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