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Abstract—In this paper we introduce a Mixed Integer In this work, we introduce a Mixed Integer Linear
Linear Programming (MILP) model to design an energyProgramming (MILP) model to address the energy efficiency
efficient cloud computing platform for Internet of Things in 0T networks supported by cloud computing. Due to space
(IoT) networks. In our modekhe IoT network consist of  limitations, we omit the MILP equations and reserve them for
four layers The first (lowest) layer consedd of 10T devices, the poster that accompanies this paper. Therefore, we only
e.g. temperature sensors. The networking elements (relaysplain the MILP framework and discuss its results in this
coordinators and gateways) are located within the upper threaper.
layers, respectively. These networking elements perform theThe remainder of this paper is organized as follows: in
tasks of data aggregation and processofgthe traffic  Section Il we briefly review the loT architecture and the
produced by IoT devices. The processingl@f traffic is integrationof cloud computing with 10T networks. Section IlI
handled by Virtual Machines (VMs) hosted by distributed introduces our energy efficient 1oT model. In Section IV, we
mini clouds and located within the 10T networking elementsdiscuss the model results. TheBection V concludes the
We optimized the number of mini clouds, their location anchaper.
the placement of VMs to reduce the total power consumption
induced by traffic aggregation and processing. Our results Il. 10T AND CLOUD COMPUTING
ShOV\ed that the Optlma| diStI’ibution Of m|n| CIOUdS in the loT A genera' loT |ayered architecture is Shown in F|gThe
network could yield a total power savings of up 36% first lowest layer (Perception Layer) is constructed from the
compared to processing loT darea single mini cloud located physical objects, e.g. sensors [9]. The second layer (Network

at the gateway layer. Layer) aggregates data sent by loT objedt§.[The third
_ . L layer (Service Layer) is responsible for storing and processing
Keywords — 10T; cloud computing; virtualization;  {he information aggregated by the Network Layer and making
ener gy efficiency decisions based on the outcome of the data processing [3].
|. INTRODUCTION These outcomes play a significant role in specifying user

applications. Management of the implementation of these

The Internet of Things (I0T) represents a major evolution glpplications is performed byalfourth Application Layer [B

legacy data communication. Its ultimate purpose is to conne ) )
all physical objects in our world to the Internet. loT networks 1he fifth layer (Business Layer) manages the four lower

provide these objects with the means to interact with eacRYe'S: It is responsible for building the IoT business models
other to achieve higher efficiency in performing their designe@nd designing future business strategies based on the
objectives. The number of Internet connected devices i&formation received from the Application Layeq[3
forecast to reacB5 billion by 2015 [1]. Having such a large Cloud computing relies on sharing storage, network and
number of connected devices opens the door toward sma&®@mputing resources among users in the form of Virtual
applications in healthcare, transportation and smart,getds Machines (VMs). Abstracting physical resources enables the
[2]_ loT dep|0yment faces several key Cha||enges, such adouds to fulfill users’ requirements and maximize resource
security, scalability, interoperability and reliability ][3 utilization concurrently T1]. The study in 11] lists several
Energy efficiency is another challenge that has to b&dvantages of merging clouds and loT systems. For instance,
confronted by loT architects [3Building energy efficient ~Service heterogeneity of the connected IoT objects can be
networks is a technological trend thes resuled from efforts ~ efficiently supported by the cloudLy]. In addition, having
to address environmental, capital and operational costs in tigéastic clouds capable of dynamic resource allocation can help
Information and Communications Technology (ICT) sectorto smooth loT scalingl[l]. However, the combination of loT
Therefore, the 10T is expected to benefit from the widednd cloud computing also faces some challenges, such as
spectrum of proposed energy efficient network solutions.  unique identification, resource provisioning, energy efficiency
Cloud computing is one of the main approaches investigatdd2l: security and privacylfs].
to lower data center and network power consumption [K]-[8
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Fig. 2. The evaluated architecture
The MILP was subject to certain constraints that controlled

: @ the placement of the VMs, their capacity in terms of nhumber
Daiia Coeciion of served IoT objects, locations of mini clouds and flow
@ & @ conservation for the 10T original and reduced traffic. In the

Perception Layer case of capacitated VMs, the model optimized the number of
replicas of each VM. Capacitated VMs can serve a limited

number of 10T objects.

IV. RESULTS
[ll. ENERGY EFFICIENTMILP FORIOT WITH VM'S . o .
Fig. 3 shows the distribution of I0T objects, relays and

Our MILP model consided the architecture shown in Fig. cqordinator elements within an area of 30mx30fe
2. This architecture const of four typical layers. The first gateway, not shown in Fig., 3vas 100m away from the
lowest layerwas constructed from loT objects. The secondqqqrdinator. We consided 50 loT objects 25 relag, one
layer hosedthe relay elements that aggregate traffic from 10T¢oorginator and one gateway. The IoT objects are randomly
objects. The third layer hasd one coordinator element that 5nq uniformly distributed and a relay element is placed every
aggregated the relay traffic. Finally, the fourth layer @st gm \we have considered the receiving and transmitting power
one gateway element that aggre_gated the coordinator ttaffic consumption (including propagation lossasd the power
our framework, each element in the three upper lay@s 5mpjification) for 10T objects and the networking elements
capable of hosting VMs that could process the traffiq14) pevices in the four layers communicated using the
aggregated at that element. VMs process |oT data to extractzrf)gBee protocol. Each CPU in the networking elements
particular form of useful knowledge depending on the VM gnsumed an average 5.5 5]
type, e.g. temperature gradient trend$he extracted
knowledge traffic has a lower data rate compared to the=r . .
original un-processed traffic. This reduced-traffic conveyin .
knowledge is sent to the gateway at the fourth layer. The | ’ . .. . e °
gateway provides a means to connect the loT network to the . =
Internet. Each IoT object specializes performing a single
task only; therefore, it is assigned to a single corresponding®; . te

g
VM type. :
e

Aggregation and
transmission data

Network Layer

Fig. L GeneraloT architecture.

The MILP objectivewas the minimization of the total power |2} .

° . = Relay Node

consumption. The total power consumption is composed of th . . . . L | o Peted
®e . * loT objec

. * Cordinator

traffic-induced power consumption in the four layers plus the o . .
processing-induced power consumptafrthe VMs located in ©

the networking elements at the upper three layers. . . . . .
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Fig. 3. Distribution area of loT.




We considezd two scenarios. The first scenario, referred to On the other hand, OPS managed to reduce the total power
as Gateway Placement Scenario (GPS), resttiM hosting  consumption compared to GPS. Thias due to OPSoptimal
atthe gateway element only, so that IoT datse aggregated VMs placement that reduced the number of hops between th
and processed by one mini cloud at the gateway. The secoN@ls and loT objects.
scenario, referred to as Optimal Placement Scenario (OPS)The results also indicated that lower total power
allowed full flexible VM placement at relays, the coordinator consumption was feasible with higher traffic reduction
or the gateway elements. Both scenarios evaluated fogercentages for OPS. Thisvas because the reduced
different types of VMs. The VMsCPU Ltilization deperetl  “knowledgé traffic requireda lower number of components
on the VM type only anavas not a function of the number of in the 10T network elements, e.g. lower number of ports.
served |oT objects, i.e. constant serving réfde VMs’ CPU  Reducing the number of networking elements and/or their
utilization is also assumed to be independent of the trafﬁ@omponents allows them to be powered off, which adsiev
reduction percentage This is because the same VM power efficiency. The average total and network power
processing power can be assigned to tasks that can produggings for the OPS were 36% and 46%, respectively,
high traffic reduction such as temperature differential, or tgompared to the GPS.
image compression tasks that might not achieve large data\gie that GPS and OPS consurrtbd same processing-

reduction. _ y induced power, due to two reasons. First, VMs in both
The total power consumption for the two scenaiscshown  scenarios had similar total CPU utilizations as both scenarios
in Fig. 4. The x axis represents different considered traffigerved similar input demands. Second, the VNiswer
reduction percentages. Fig. 4 divides the total powegonsumption was independent of the VMsacement as the
consumption into its two components: traffic-induced andoT networking elementsvere assumed to be equipped with
processing-induced power consumption. The results show thgfmilar CPUs.
GRS had a higher total power consumption compared to OPSg,ih scenarios powed-on oneVM copy for each VM type.
This was mainly due to the higher number of hops crossed b¥is gecisionwas influenced by the fact that the VMs

the loT1o-VM traffic in the 0T network as all VMsvere  ngideredwere un-capacitated in termsf the maximum

located in the upper fourth layer. In addition, GPS total powef,mber of served loT objects. Therefore, each VM type could
consumptiorwas not affected by the different traffic reduction gore all its objects using one VM copy only for both

percentages considered in Fig. 4. The reases that the ¢.anarios
gateway used to host the VMs represdrthe last layer in Fig. 5 shows the total power consumption of the OPS

raffic aggregation and processing. considering capacitated VMs. We specified the capacity of the
Hence, the extracted knowledge was locally hosted by thgys to serve 5, 1@r 15 objects

gateway and not sent to the upper layers. Therefore, theFig 5 shows that the power consumption incedasith a

traffic-induced power consumption for GPS comes only from s ber of obiects per VIhe increase in power

the non-reduced traffic received from the lower layers, Whicﬁjecreasm_g m_de h] gf ) VM . ph h

was not affected by the different reduction percentages. | onsumption is due to the need for more copies that have

future work we will consider the optical core layer where Iargeo he created for each VM type. This increased the CPU

data centers receive the extracted knowledge traffic from thlétlllzatlon of the networking elements, and therefarere

0T network gateway(s). powerwas consumed.
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This paper introduced an energy efficient 10T model thqt

V. CONCLUSIONS

[10] Y. Zhang, "T_echnolo?y framework of the Internet of
in

Things and its application,[ E!ec;rlcal an onirol
Engineering (ICECE), ITnternational Conferencg2i

consideed building mini clouds at relays, coordinator and

gateway devices iran 10T network We demonstrated the [11]

feasibility to save up t86% of the total power consumptipn
given our set of input parameters, by optimally placing VMs in

the 10T networkEnergy savings came from a reduced numb
of hops in the network as well as a reduced number
components being employed by the networking elements as
traffic was progressively processed and reduced through the

network We also investigated the impact of capacitated VMs

on total power consumptiofhe larger the number of served [13]

loT objects per VM, the lower the number of powered on

networking elements, and hence, there was better energy

efficiency. For future work, we will consider scalability and
run time performance for proposed approach.
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