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Abstract

Using multiple independentnetworks (also known as
rails) is an emeging technique to overcome bandwidth
limitations and enhancefault tolerance of current high-
performanceclustes. e presentan extensivesxperimental
comparisorof the behaviorof variousallocationschemesn
termsof bandwidthand latency We showthat striping mes-
sages over multiple rails can substantiallyreducenetwork
latency dependingon avetage messge size networkload,
and allocation scheme The compaed methodsinclude a
basic round-iobin rail allocation, a local-dynamicalloca-
tion basedon local knowled@, and a dynamicrail alloca-
tion that reservesdoth communicatiorendpointsof a mes-
sage befole sendingit. Thelast methods shownto perform
betterthantheotheis at higherloads: up to 49%betterthan
local-knowledg allocation and 37% betterthan the round-
robin allocation. This allocation schemealso showslower
latencyandit saturateson higherloads(for messgeslarge
enough) Mostimportantly this proposedallocationscheme
scaleswell with the numberof rails and messge sizes. In
addition we proposea hybrid algorithm that combinesthe
benefitsof the local-dynamicfor short messgeswith those
of thedynamicalgorithmfor large messges.

Keywords: CommunicationProtocols, High-Performance
InterconnectionNetworks, PerformanceEvaluation, Rout-
ing, CommunicatiorLibraries,Parallel Architectuies.

1. Introduction

System-interconnectionetworks have becomea critical
componenbf computingtechnologywith adirectimpacton
the design,architectureand useof high-performancear
allel computers. Indeed,not only the sheercomputational

*The work was supportedby the U.S. Departmentof Enegy through
Los AlamosNationalLaboratorycontractW-7405-ENG-36

speedlistinguishehigh-performanceomputersrom desk-

top systems,but also the efficient integration of the com-

puting nodesinto tightly coupledmultiprocessorsystems.
Network adaptersswitchesdevice-driversandcommunica-
tion librariesareincreasinglybecomingperformance-critical
componentsn modernsupercomputers.

One approachto building large-scalesupercomputers,
with asmary asthousandof processorsis to useshared
memorymultiprocessorgSMPs)asbuilding blocks. In such
machinesit is veryimportantto keeptheratio betweercom-
puting power and communicationcapability properly bal-
anced Onesolutionto theissuef limited bandwidthavail-
ability in network connectionsandof faulttolerancejs the
useof multiple parallelnetworksor "rails.” To thebestof our
knowledge, very little attentionhasthus-far beengiven in
theliteratureto studiesof communicatiorprotocols perfor
mancecharacteristicfaulttoleranceandimplementatiorof
systemsoftwareandlibrariesfor multiple rails.

Aside from being a challengingscientific ende&or, the
analysisof multirailed networks hasdirect practicalimpli-
cationsaswell. Los AlamosNationalLaboratoryandCom-
pagq are currently developing an extreme-scalemultirailed
clusterof SMPs, the 30Tops ASCI Q machiné. The Q-
machineis basedon the Quadricsnetwork (QsNetf, which
consistsof two building blocks, a 64bit/66MHz PCI card
with a programmablenetwork interfacecalled Elan[7] and
alow-lateng/ high-bandwidthcommunicatiorswitch called
Elite [8]. Elitescanbeinterconnectedh a fat-treetopology
[4]. A recentperformanceevaluationof the QsNetshavs
thatthe network performancés seriouslylimited by the PCI
bus[5]. In fact,the network candeliver almost340 MB/sec
atuserlevel (400 MB/secof raw bandwidth) butthePClim-
plementationcan sustainonly 300 MB/sec, usingthe most
efficient PCI chipseton the market. The presenceof bidi-
rectionaltraffic further degradesperformancelimiting the
aggregate communicationbandwidthto 80% of the unidi-
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rectionalbandwidthon mostPClI chipsetqIntel 840,Sener
works He andLE, CompaqWildfire). Thoughthe next gen-
erationof the PCl interface, called PCI-X, will doublethe
nominalperformancethe new generatiorof QsNetwill also
doubleits performancesothisissuewill notdisappear

In this paperwe presentthe basic propertiesof a mul-
tirailed network and analyzethree approache$o multirail
communicationwith the constraintthatbidirectionaltraffic
cannotbe efficiently supportedy thel/O interfaces.

In [1] we have alreadyshawn that static rail allocation
is not a feasiblesolution. With static allocation,eachnet-
work interfacecan eithersendor receve messagesandits
directionis determinedat initialization time. Staticalloca-
tion posesthe problemof connectity betweennodes:we
wantto have a directpathin the network betweenary pos-
sible pair of nodes. The useof intermediatenodescould
seriouslydegradethe lateng achieved by zero-copy, user
level communicatiorprotocols,a key featureof mosthigh-
performancenetworks. A high numberof rails is required
for staticallyallocatedunidirectionaltraffic. A network with

. r
r rails cansupportno morethann < T nodesun-

der theseconditions. For example,a netWQ)rk of 16 nodes
requiresatleastsix rails with staticallocation.Furthermore,
staticallocationperformspoorly in termsof bandwidthand
lateng/, comparedo the methodgresentedn this paper

We first addresgheseproblemswith the local-dynamic
allocation In this schemerails areallocatedin bothdirec-
tions, usinglocal information available on the senderside.
Messagesresentover railsthatarenot sendingor receving
othermessagegotentiallystripinga messag@ver multiple
rails whenpossible.Sincethis algorithmusesonly local in-
formation,thereis noguarante¢hatonthereceving endthe
traffic will be unidirectional.

Thedynamicallocationschemeriesto resene bothend-
points before sendinga message.In its coreis a sophisti-
cateddistributedalgorithmthatensuresinidirectionaltraffic
at bothendsandavoids deadlockspotentiallygeneratedy
multiple requestswith a cyclic dependeng Theimplemen-
tation of this algorithm requiressomeprocessingpower in
thenetwork interfacecard(NIC), which needdo processn-
comingcontrolpacletsandperformtheresenationprotocol
without interferingwith the processorin the SMP. Fastre-
sponsdime in the NIC is essentiato limit the overheadof
this protocolfor the protocol'soverheado bejustified. This
is the caseof the QsNet[5], whichis equippedwith athread
processothat canreadan incoming packet, do somebasic
processing@ndsendareplyin asfew as2us.

Finally anotherdynamicallocationschemeis proposed,
called hybrid, which allows bidirectionality for small mes-
sages, thus minimizing the protocol overheadfor fine-
grainedcommunication.In the presencef large messages,
thealgorithmresenesbothendpointsmaintainingunidirec-
tional transmissioron bothendsasmuchaspossible.

The experimentalresults, obtainedusing a circuit-level

simulatorof the network andnetwork interface,explorethe
performanceof theseallocation algorithms under several
traffic loadsandmessagsizes.Theseresultsshednew light
into the benefitof using multiple network rails and expose
severaltrade-ofs in the designof the allocationalgorithms.

The restof this paperis organizedasfollows: Section2
presentghe local-dynamicallocationand Section3 offersa
descriptiorof thedynamicandhybrid allocationapproaches.
Thedetailsof the experimentakvaluationperformedarede-
scribedin Sectiond andtheresultsobtainedarepresentedh
Section5. Finally, we concludein Section6.

2. Local Dynamic Allocation

With dynamicallocationschemesthe directionin which
eachNIC is usedby its nodechangesiependingon the re-
quirementsof the transaction.This allows to overcomethe
high rail requiremenbf the staticallocationoutlinedabove
andcanmale betteruseof network resourcesUnlike static
allocation,dynamicallocationdoesnot predefinea commu-
nicationdirectionfor railswhile still takingmeasures min-
imize theamountof actualbidirectionaltraffic on alink.

In this section,a dynamicalgorithmbasedonly on local
information (that available at the sourcenode)is proposed.
It canbe appliedto network configurationswith any hum-
berof rails. Severaldesirabldeaturesareaddressedamely
minimizationof bidirectionaltraffic over the network inter-
face,load balancingamongrails, and high network utiliza-
tion. Thelocal-dynamicalgorithmis usedby eachprocess
to sendamessag@ever thenetwork andis designedo stripe
messagesver multiple rails. Furthermore when sending
a messageit only selectsNICs thatare available. Thus,a
sendingtransactionwill not producebidirectionaltraffic in
the sourcebus unlessa messageeceptionstartsbeforethe
sendingransactiorcompletes.

Algorithm 1 : Local DynamicAllocation

Procedure Local _Dynanic_Al | ocation
Input: nessage (M, destination node (dest), striping ra-
tio (str_r)
begi n
repeat
F +« {n | Nstatus[n]==FREE}
S +« Select_Tx_N Cs(F, str_r)
until (F#£0)
send M to dest wusing NNCs in S
end

Algorithm 1 shaws the local-dynamicscheme. The rail
allocationpolicy selectsa subsetS of the setof freerails F’
for sendinga messageAll railsin S arethenusedfor send-
ing themessageThealgorithmconsidersarail asfreeif it is
not sendingor receving. Thelocal-dynamicalgorithmuses
a datastructure(NStatu$ which containsthe statusof each
NIC in a specificnode. The stateis updatedby the NICs
andcanbe RESER/ED or FREE. The subsetof free NICs
which s selecteddependon the desiredstripingratio. This
parametefixesthenumberof freerailswhichis usedto send



asinglemessagéstripedin the appropriatenumberof frag-
ments).Its valuerangeshetweerD (only onerail is selected)
and1 (all theavailablerails arechosen).Thestripingratiois
handledwith the Select_Tx_NIC#&unction, which employs
around-robinalgorithmto ensurefairnessvhenselectinga
subsebf thefree NICs. Theallocationof the NICs startsat
thefirst freeNIC just pastthelastoneallocatedn the previ-
oustransaction.

3. Dynamic Allocation

The dynamic allocation algorithm collects local- and
remote-staténformation from the NICs for every commu-
nication operation. Its main goal is to guaranteghat both
thesendingandthereceving sidearefree beforeinjectinga
messageThis ensuresnidirectionattraffic at bothends.

In the dynamicallocation algorithm, we usetwo types
of communicatingprocessesThefirst (PE process)s inte-
gratedwith theunderlyingcommunicatioribrary andis run
atuserlevel by all theprocessesf a paralleljob. Thesecond
runsontheNIC processorandhandledocal andremotere-
guestslt shouldbenotedthatthis distributedalgorithmruns
onevery PEandNIC in thecluster

3.1. PE process

Algorithm 2 : DynamicAllocation (PEprocess)

Procedure Dynanic_Al |l ocation_PE
Input: nmessage (M, destination node (dest),
tio (str_r)
begi n
repeat

striping ra-

F « {n | Nstatus[n]==FREE}
send local _RTSto the NNCs in F
Wait until all renote NICs reply or a timeout expires
A + {The set of NICs that replied with a CTS}
until (A#0)

S + Select_Tx_NICs(A str_r)
Deal locate all NICs in A\S, sending an ABORT.
send M to dest wusing NNCs in S

end

This process,shovn in Algorithm 2, runs on the PEs
andis invoked whena messagés sent. Rail resenationis
employed prior to sendingso that the network interfacesat
sourceanddestinatiorare dedicatedo unidirectionaltraffic
at both ends. This resenation is performedby the sender
in the following way: if local NICs are available, eachre-
guestis temporarilyassignedo all theavailableNICs. Then
aRequesio Send(RTS)is sentto thedestinatiorNICs (one
destinationNIC for eachsourceNIC) to checkfor avail-
ability and resene them. DestinationNICs reply with a
ClearTo Send(CTS)if freeanda NegativeAcknowledgment
(NACK) otherwise.Oncethe setof availablepaths(rails) is
known at the senderside, anotherselectionis done(by the
Select_Tx_NICH&inction)in orderto chooseheactualsetof
rails for sending,basedon the desiredstriping ratio. Rails
initially allocatedthat are not eventually usedare freed by
sendingan ABORT command.A round-robinalgorithmis

Processor

Figure 1. Dynamic allocation operationwhen selecting
morethanoneNIC

usedto guarantee fair selectionof NICs. Finally the mes-
sageis striped,if possible,andsentover the selectedsetof
NICs. A visualrepresentationf thealgorithmis depictedn
Figurel.

3.2. NIC Process

This processshowvn in Algorithm 3 andTablel, runson
theNIC andhandlegherequestsssuedby local andremote
processorsAs in thelocal-dynamicalgorithm,we useadata
structure(NStatu3 containingthe statusof eachNIC in a
givennode.In this casethe statuswhich is only updatedoy
theNICs, canbeoneof the following:

e FREE- theNIC is available.

RESER/ED - the NIC is resenedby alocal requester
while trying to allocatethe destinationNIC.

RECEIVING - theNIC is receving amessage.

RECEIVING and Out_RTS - the NIC is receving a
messag@andhasanoutstandindRTS message.

SENDING- theNIC is sendinga message.

WhenaremoteRTS is recevedandtheNIC is free,the NIC
is assignedo the requesteranda CTS is issued. The re-
questercan either usethe resered pathto senda message
or abortit. If the NIC is not free, a NACK is sentto the
requester

With regardto thelocalrequestsif alocal RTSisreceved
andthe NIC is free, it is assignedo thelocal requesterand
aremoteRTS is sentto the destinatiorNIC. If aCTSis re-
ceived from the remoteNIC (the pathhasbeengranted),a



[ Evenf\Status ] Free Receving Sending [ Resered [ Receving & Out_RIS |
LocalRTS RemoteRTS LocalNACK LocalNACK LocaINACK LocalNACK
Resered Receving Sending Resered Receving & Out_RI'S
LocalACK RemoteACK RemoteACK
Free Resered
Local ABORT RemoteABORT
Free
RemoteRTS RemoteCTS RemoteNACK RemoteNACK — RemoteNACK
Receving Receving Sending Resered/Receiing & Out_RI'S | Receving & Out_ RIS
RemoteABORT — -
Free Resered
RemoteCTS LocalCTS ABORT & LocalNACK LocalCTS
Sending Receving Sending
RemoteACK -
Free
RemoteNACK LocalNACK LocalNACK LocalNACK LocalNACK LocalNACK
Free Receving Sending Free Receving

Table 1. : Dynamicallocation- NIC processtatetable. Thefirst row in eachcell representthemessage(dp besentandthesecond
row representshe new state.

No Path Reserved

RT:

ey )
RTS NACK
—_ —_

Algorithm 3 : DynamicAllocation (NIC process)

RTS NACK Procedure Dynani c_Al | ocation_NIC

begi n
(a) NStatus[i] + FREE
local_prio=3 counter + 0 {for deadl ock avoi dance}
[t while TRUE { repeat forever }
case event of
RT: cTs ABORT, | ocal _RTS:
RTS cTS if (NStatus[i]==FREE) then
Path R i
ath Reservec NStatus[i] < RESERVED

send RTS to renmote node
el se
send NACK to | ocal process

B

RTS

— -

NACK remte CTS: )
if ((NStatus[i]==RESERVED) OR (NStatus[i]==FREE)) then
) NStatus[i] <« SENDI NG
send CTS to local process
else if (NStatus[i]==RECElIVING) then

send NACK to |ocal process
send ABORT to renote node

Figure 2. Deadlockexample

renot e_RTS:
if (NStatus[i]==FREE) then
| Event\Status || Resered& Deadlock NStatus[i] + RECEIVING
s_end CTS to remote requester
Local Winner Send:RemoteNACK; c=c-1 else if (NStatus[i] ==RESERVED) then
call deadl ock_avoi dance()
el se
ReserEd send NACK to renpte requester
RemoteWinner Send:RemoteCTS; c=c+1 Local ACK:
i if (NStatus[i]==RECEIVING) then
Recewng & OUI—RI-S NStatus[i] < FREE
else if (NStatus[i]==RECEIVING AND Qutstandi ng_RTS) then

X NStatus[i] < RESERVED
Table 2. : Deadlockavoidancestatetable send ACK to remte requester
renpt e_ACK:
if (NStatus[i]==SENDI NG) then
- . NStatus[i] <+ FREE
local ACK is sentto thelocal requestethatdecidesvhether Lemote NAGK
. . . . it — N e h
to usgthereser\edpath(sendmga messagedr tc_) dlsm_|s_S|t 1 (NSLat sl SSRESERVED) ¢ hen
(sendingan ABORT). That dependn the appliedstriping o1 55N NACK t0 Tocal process

send NACK to |ocal process

ratio asstatedn 3.1.

This procedureeandeadlockf acyclic dependengis es-
tablishedbetweerdifferentNICs. As anexample let ussup-
posethateachNIC in Figure2(a)sendsarequesto another
NIC so that a cycle of dependenciess generated.In this
scenariogachNIC recevesa requestwhile having an out-
going requestpending. Consequentlyusing the algorithm
describedabove, every NIC sendsa NACK (the NICs are

| ocal _ABORT:
if (NStatus[i]=SENDI NG) then
NStatus[i] <« FREE
send ABORT to renote requester

renot e_ABORT:
if (NStatus[i]==RECElIVING AND Qutstandi ng_RTS) then
NStatus[i] < RESERVED
else if (NStatus[i]=RECEI VING) then
NStatus[i] <+ FREE

busy asthey have outgoing pendingrequestsiandthenall
threeNICs retry the connection.This leadsto a deadlockor
livelockif no othermechanisms implemented.



Algorithm 4 : Deadlockavoidanceprocedure

Algorithm 5 Hybrid allocation(PE process)

Procedure deadl ock_avoi dance
begi n
if ((local_counter>renmote_counter) OR
((local _counter=renote_counter) AND
(l ocal _node_i d>renpte_node_id))) then
quest receives priority: }
counter <+ counter - 1
send NACK to renote requester
NStatus[i] <+ RESERVED
el se { renote receives priority }
counter < counter + 1
send CTS to renpte requester
NStatus[i] <« RECEIVING & OUTSTANDI NG RTS

{ local re-

end

In orderto dealwith this problem,a deadlock-goidance
mechanisnhasbeendevelopedandincludedin Algorithm 4.
For thesale of clarity, thismechanisnis shavn in aseparate
procedurgAlgorithm 4 andTable2). This priority-basedal-
gorithmis runby eachNIC whenereradeadlocks possible,
which is every time an incomingrequestis receved while
anoutgoingrequesis pending.At initialization time, every
NIC is assigneda default priority level. Eachtime a po-
tentialdeadlockis detectedhe priorities of the remoteNIC
(incomingrequestiandthe local NIC (outgoingrequestiare
compared.Therequestwith lower priority is aborted.If the
prioritiesareidentical theidentifiersof thelocalandremote
nodeare usedinstead. Finally, in orderto ensurefairness,
thelocal priority is updatedn thefollowing way: if thelocal
requestwins, thelocal priority is decrementedytherwiseit
isincremented.

An exampleis shavn in Figure2(b). In this example,the
potentialdeadlocledsituationappearsvheneachnodesends
anoutgoingrequestandwhile it is still pending,it receves
anincomingone. NIC-i andNIC-j have lower priority than
thesourceNIC of theirincomingrequestgNIC-k andNIC-i,
respectiely), sothey senda CTSto therequesteNICs. On
theotherhand,NIC-k hasa higherpriority thanits requester
NIC (NIC-j), soit sendst a NACK. Eventually every NIC
recevesareply. NIC-i recevesa CTSandrejectsit sinceit
hasgranteda connectiorto the higherpriority NIC-k. NIC-j
recevesa NACK for its requestandignoresit sinceit has
beenpreviously granteda pathto NIC-i. NIC-k recevesa
CTSwhich grantsit the pathfor the requestedending.Fi-
nally, NIC-j recevesan ABORT from NIC-i andbecomes
freeagain.NIC prioritiesareupdatedasstatedabove, NIC-i
andNIC-j incrementtheir priorities,andNIC-k decrements
its one.All thepossiblestatesandtransitionsaredepictedn
Tablesl and?2.

3.3. Hybrid algorithm

The rail resenation protocol employed by the dynamic
algorithmincurs an overheadfor every messagesend. For
short messagesthis overheadcould becomesignificant,
comparedwith the time it takesto sendthe message.We
thereforeimplementeda third, hybrid approach,shovn in
Algorithm 5. Onthe NIC side,anincomingshortmessage
is alwaysacceptedevenif it causesbidirectionaltraffic on

Procedure Hybrid_Allocation_PE

Input: nmessage (M, destination node (dest),
tio (str_r)
begi n
if |M < SHORT_MESSAGE_LENGTH then
F <+ {n| Nst at us[ n] =FREE}
select s€F wusing round-robin
send M to dest wusing NNC s
el se
call Dynamic_allocation_PE (M dest,

striping ra-

{ Set of free NICs }

str_r)
end

the busfor a shorttime. Note thata shortmessagés never
striped,sincethe associateadverheadof stripingis not jus-
tified in this case.Rather it is senton a singlerail whichis
choserin around-robinfashionto ensurefairness.

The thresholdusedby the algorithm to distinguishbe-
tweenlong and short messagess an importantparameter
This value hasto be carefully selectedto provide the best
performance. If the valueis too small, it could causethe
dynamicalgorithmto be appliedto messagsizesfor which
striping andguaranteedinidirectionalbus traffic would not
be effective. If too large, the allocationpolicy tendsto be-
havelikethebasicalgorithm. Severalexperimenthave been
carriedout in orderto analyzethe influenceof this parame-
teron network performanceinddetermindts optimalvalue,
andtheresultsareshown in Section5.

4. Experimental Framework

This sectionoffersdetailson our simulationplatform,the
workloadsthatweresimulated andthe metricsof interest.

4.1. Simulation model

In the experimentalevaluation,we focusour attentionon
a family of fat-treeinterconnectiometworks, rangingfrom
32 to 128 SMPs,with four processorper SMP. The simula-
tion modeltriesto capturethe mostimportantcharacteristics
of the QsNetat the granularityof the clock cycle. Thesimu-
lator modelswormholeflow-control, with two virtual chan-
nels on eachphysicalchannel. The input buffers on each
virtual channelcancontainup to 128 flits [2], eachconsist-
ing of two bytes. A flit canbe transmittedover a physical
channein asingleclock cycle, while a packet canberouted
throughan Elite switchin six clock cycles.

The simulatoralsomodelsa threadprocessom the NIC,
which can processincoming control and datapaclets and
cansendareplyin afew hundredclock cycles. Anotherim-
portantcharacteristigs the unidirectionalityof the I/O bus,
which cantransmitdatain onedirectionat atime. We also
assumehatthe busbandwidthis equalizedwith the external
network bandwidth(an optimistic setof assumptionsgiven
thecurrentstateof theart).

This model is evaluatedin the SMART (Simulator of
MultiprocessorARchitecturesand Topologies)ervironment



[6]. Implementedin C++, SMART is an object-oriented,
discrete-gent simulationtool for evaluatingparallelarchi-
tecturesandhigh performancenterconnectiometworks.

4.2. Communication patterns

In our model each processgenerateaclets indepen-
dently, usingthreerandomvariables:

e the messagesize, which is exponentially distributed
with a givenmeanvalue,

e the inter-arrival time, also exponentially distributed
arounda givenmeanvalue,

e andthe destinationswhich are randomlychosenwith
equalprobabilitybetweerthe processes.

We considera setof communicatiomalgorithms,including
a baselinebasicalgorithm, andthe dynamicalgorithmsde-
scribedin Sections2, 3. The basicalgorithm doesnot use
ary protocol; whenerer a nodeneedsto senda messageit

sendst on onerail, choosingt in round-robinfashion.This
basecasecansene to illustratethe effectsof boththe over

headof otherprotocolsandthepenaltieof bidirectionaltraf-

fic.

4.3. Metrics

Theperformancef aninterconnectiometwork underdy-
namicloadis usuallyassessetly two quantitatve parame-
ters,theacceptedandwidth or throughput andthelatency
Acceptedbandwidthis definedasthe sustaineddatadeliv-
ery rategivensomeofferedbandwidthat the network input.
Two importantcharacteristicarethesaturatiorpointandthe
sustainedate after saturation. Saturationis definedasthe
minimum offeredbandwidthwherethe acceptedandwidth
is lower than the global paclet creationrate at the source
nodes.It is worth notingthat, beforesaturationpfferedand
acceptedandwidtharethe same.The behaior above satu-
rationis importantbecausehe network and/orthe allocation
algorithmscanbecomeunstable leadingto a sharpperfor
mancedegradation. We usually expectthe acceptedand-
width to remainstableafter saturation,for examplein the
presenceof burst-modeapplicationsthat require peak per
formancefor a shortperiodof time [3].

The experimentalesultsof eachtraffic arepresentedis-
ing two graphs,oneto displaythe acceptedandwidthand
the otherto displaythe network lateng. In bothgraphsthe
x-axiscorrespondto theofferedbandwidthnormalizedwith
theunidirectionalbandwidthof thelinks connectinghepro-
cessinghodedo the network switches.This makestheanal-
ysisindependenof thelink bandwidthandtheflit size.

We reportthelateng in cyclesratherthanabsoluteime,
in orderto make our analysisinsensitve to technological
changes. Given that the I/O bus in the network interface

Algorithm comparison: bandwidth
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Figure 3. Bandwidthfor 4KB averagemessagsize

canonly allow unidirectionaltraffic, the maximumachies-
able throughputunder uniform traffic is only 50% of the
nominalinjectionbandwidth.Theintuition behindthis limit
is the following: let us considerfor examplea clusterwith
only two SMPsandsinglenetwork rail; underuniform traf-
fic, only oneSMP cansendto anotheratary giventime, due
to theunidirectionalityconstraintn the endpoints.

5. Experimental Results

In this sectionwetry to provideinsightinto someimpor-
tantaspectf the multirail allocationalgorithms. We first
studytheimpactof network load, messagsize,andstriping
onthebasicanddynamicalgorithms.Then,we analyzehow
the algorithmsperformwhenthe numberof nodesandthe
numberof rails arescaledup, andwe integratetheseresults
in the evaluationof the hybrid algorithm.

5.1. Bandwidth and latency

The following resultswere obtainedby simulating 128
SMPs (nodes),four rails and four PEs per SMP. Figures
3-6 comparethe acceptedbandwidthand network lateng
asa function of the offered bandwidth. Two differentval-
uesfor the averagepaclet size are comparedn the exper
iments. Thesegraphsshav the performanceor the basic,
local-dynamicanddynamicalgorithms.Giventhatthe mes-
sagelateny goesto infinity after the saturationpoint, we
only reportthelateny whenthe network is not saturated.

We can seethat the basicalgorithm performsrelatively
well onshortmessagedyut its performancealecreaseasthe
messageaizeincreases.The dynamicalgorithmbehaesin
the oppositemanney performingpoorly on shortmessages,
andincreasingin performanceasthe messagesize grows.
The local-dynamicalgorithm exhibits similar performance
to the basicalgorithm, performingbetterthanthe basicfor
larger messageandworsefor shortermessagesThis sug-
geststhat we may benefitfrom using the hybrid approach,
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whereshortermessagearesentusingthe basicprotocoland
longermessagesasingthe dynamicprotocol.

5.2. Effect of striping

Figures 3-6 also depict the effect of messagestriping
wheneer possiblein the dynamic and local dynamic ap-
proaches.Figure7 shaws the lateng vs. the averagemes-
sagesizefor anofferedloadof 0.15. We usedanaggressie
approachor striping, usingonly full stripingandno inter-
mediatevalues. Resultsnot shavn hereindicatethat it is
alwaysbestto stripeasmuchaspossible.

Stripingdoesnot seento have a significanteffect on any
protocol’s acceptedandwidth.However, it doesreducethe
latengy of sendingmessagegspeciallyasthe messagsize
grows (which makesthe striping overheadesssignificant)
andload diminishes(which allows a higher effective strip-
ing ratio). It canbe seen for example,thatfor an average
messagsesize of 64KB and a load of 5%, striping reduces
the dynamicandlocal-dynamiclatenciesby approximately
65% and72% respectiely. Thebetterlocal-dynamicresults
arisesfrom the lower overheadassociatedvith sendinga
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Figure 7. Lateny vs. messagsizewith an offeredload
of 0.15. The lateny for messageshorterthan8KB is not
shavn for thedynamicallocationbecaus¢henetwork is sat-
uratedwith this load.

messagédthereis no needto resene the paths),combined
with thelow loadthatoffersa high probability thatrails will
befree.

From Figure7 it canbe seenthatfor shortaveragemes-
sagesizes(belov 16KB) the bestresultsare obtainedwith
thelocal-dynamiaallocationalgorithmwith full striping. For
longermessagethe dynamicallocationalgorithmwith full
striping providesthe bestperformance.

5.3. Node scalability

The effectof increasinghe numberof nodeson the max-
imum acceptedoad is shown in Figure 8 for an average
messagaizeof 32KB. The dynamicalgorithmoutperforms
the basicalgorithmby 36% for 32 nodesand29% for 128
nodes. Thesealgorithmsscalereasonablywell, with a loss
of 7%-12% in maximumacceptedandwidthwhenthe net-
work sizeis doubledfrom 64 to 128 nodes.
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5.4. Rail scalability

In orderto understandhe behavior of thealgorithmsasa
function of the numberof rails, we testedconfigurationsof
one,two, andfour railswith 32 nodesgachhaving four PEs,
andusingaveragemessageizesin the rangelKB-256KB.
Theresultsaredepictedn Figure9.

For the dynamicallocationwe shav full striping only,
sincethe maximumbandwidthis hardly affectedby striping
(dueto the low probability of reservingmore thanonerail
for higherinjectionrates).Also, weincreaseheofferedload
linearlywith thenumberof rails, sothattheresourceequire-
mentmatchegheincreasen availableresourcesthusgiving
aclearewiew of thenetwork’s scalability Again, we seethe
dynamicalgorithm’s performancencreasingwith message
size,for any numberof rails, while thebasicalgorithm'sper
formancedecreaseshis resultsupportingthe ideaof a hy-
brid approach More importantly we seethatthe maximum
bandwidthobtainedusingthe dynamicalgorithmis almost

T
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03 /\/

Maximum Accepted Load
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Figure 10. Maximumacceptedoadvs. no. of rails for 32
nodesandaveragemessagsizeof 32KB

Scalability comparison: latency vs. rails
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Figure 11. Scalabilityanalysisfor lateny with injection
loadof 0.15andaveragemessagsizeof 32KB

constantfor ary numberof rails (and even improveswhen
addingmorerails, for messagekrgerthan16KB). Thiscan
be clearly seenin Figure 10 which shavs the maximumac-
ceptedoadvs. numberof rails (up to seven)for anaverage
messagsizeof 32KB. Thisgraphconfirmsthatthedynamic
allocationalgorithm slightly improvesits bandwidthwhen
the numberof rails is increased On the otherhand,the ba-

sicalgorithmdegradessignificantlywhencomparedvith the

single-railconfiguration(a 40% bandwidthreductionin the

maximumacceptedoad with sevenrails whencomparedo

the single-railtopology). The reasonfor this is that asthe

numberof rails grows, so doesthe averagesendingload of

eachprocesso(thenumberof processorss fixed). Thebasic
approachusesa round-robinrail selectionmethod,ignoring

the stateof the NICs. It thereforebecomesmnore probable
for the processor$o self synchronizehe choiceof therails,

leadingto a performancdoss.

In Figure 11 we canobsene the effect of the numberof
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rails on lateng. The datawere obtainedfrom experiments
with aninjectionloadof 0.15, using32 nodes(four PEsper
node)andanaveragemessagsizeof 32KB. Thebasicalgo-
rithm’s lateng actuallyincreasesith the numberof rails,

due to the inefficiency of the round-robinmethod,as dis-

cussedibove. Thisis confirmedin the simulationtracesthat
shav the injection lateng to be the sourceof the lateny

growth. As expected striping reduceghe lateng whenthe

numberof railsis increasedor thedynamicalgorithms with

anadwantageo thelocal-dynamiclgorithm. It is interesting
to notethat evenwith no striping, both dynamicalgorithms
scalewell with the numberof rails.

5.5. Effect of message size on saturation point

Anotherimportantfeatureof the allocationalgorithmsis
the saturatiorpoint for differentmessagsizes.The experi-
mentaldatasetthatwasusedto obtainthe saturationpoints
for eachmessageizeis the sameasin 5.1. Theresultsare
shavn in Figure12.

We canseefrom Figure 12 thatthe dynamicalgorithm’s
saturationpoint increaseswvith the messagesize, while the
basic and local-dynamicalgorithmsretain a nearconstant
saturationpoint. Theseresultssuggesthatthe dynamical-
gorithmscaledetterwith themessagsizethandotheother
two. One possibleexplanationfor this is that the dynamic
algorithm ensureghat no conflicts will occuron ary rail.
Theseconflictsaremorelikely asthemessagsizeincreases
andrails areunavailablefor longerperiodsof time.

5.6. Hybrid approach

Theresultsobsenedin 5.1 and5.5 indicatethat the ba-
sic algorithm performs better on shortermessageswhile
the dynamic algorithm performs better on longer mes-
sages. It may therefore be useful to try a hybrid ap-
proach,that usesthe basicalgorithm for messageshorter
than a given threshold,and the dynamic algorithm other

hybrid algorithm comparison: bandwidth w/o striping
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Figure 13. Hybrid bandwidthwithout striping

wise. (This thresholdis implementedin Algorithm 5 as
SHORT_MESSAGE_LENGTH).

Several short messagesize thresholdswere testedand
comparedin the dynamicand basicalgorithms. We used
128 nodesof four PEseachwith four rails, anaveragemes-
sagesize of 32KB, andshortmessageizethresholdf 1,
4, 8, 16, and32 KB. Figures13-16 shav the bandwidthand
lateng obtainedwith andwithout striping.

It canbe clearly seenfrom theseresultsthat the hybrid
approachoutperformsboth the dynamic and the basicap-
proachesn termsof bandwidthfor almostall the thresholds
chosenyregardlessof striping. With the exceptionthat at a
thresholdof 32KB, hybrid performssomeavhat worsethan
dynamicfor low injection rateswhen striping is used,hy-
brid otherwiseoutperformsboth the dynamicandbasicap-
proachedor lateng, regardlessof striping, similar to the
obsenation for lateng. This may stemfrom the fact that
messageshorterthanthe thresholdare sentwith no strip-
ing (asin basic),sothelateng for relatively large messages
canbe lower if striping is used(Figure 16). On the other
hand,whenno striping is used,the dynamicalgorithmper
formsworsethanthe hybrid methoddor low injectionrates,
andalmostthe sameor betterfor higherinjectionrates.This
canbe explainedby the factthatthe dynamicapproachas
a larger saturationpoint for averagemessagesize of 32KB
thanthe basicapproach(see5.5), andthe hybrid approach
usesthebasicalgorithmfor shortmessagsizes.

6. Conclusions

One of the novel methodsthat can be usedto increase
communicatiorperformanceand enhancdault tolerancein
a clusterof workstationsis to useparallelindependenhet-
works (rails). In this paper we exploredvariousaspectf
multirail interconnectsand presentecseveral rail allocation
algorithmsfor efficient usageof the rails. We have shavn
that the dynamic algorithm can perform relatively well in
termsof bandwidthfor sufficiently large messagsizes,and
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canhandlea relatively high load beforesaturating.Further
more, it hasbeenshavn that this algorithmis scalabledue
to its adaptve nature- increasingthe numberof rails from
oneto sevenincreaseghe maximumrelative bandwidthin
a linear manner Superlinearityis achieved for messages
larger than 8KB. Furthermore the bandwidthincreasesas
the messagesize increasesunlike the casefor other ap-
proaches. Incorporatingprotocol-freeshort messagehan-
dling was shavn to increasethe maximum bandwidth by
up to 7.5% morethanthe pure dynamicalgorithm,andup
t0 36.6% and48.7% morethanthe basicandlocal-dynamic
approachesespectiely. We have alsoshowvn thatstripinga
messagever severalrails canbeusedto obtaina significant
reductionof lateng/ in somecases.
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