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Abstract—The use of digital technology is growing at a very fast levels of knowledge of the language. Indeed, the relatipnsh
pace which led to the emergence of systems based on the coyeit petween speech recognition and cognitive capacity proved t
infocommunications. The expansion of this sector impose & paye g direct impact on the human-interaction systems. But

use of combining methods in order to ensure the robustness in h is the int tion bet h and i .
cognitive systems. ow is the interaction between speech and cognitive science

Boosting is a technique for combining many weak classifiers in the development of speech recognition systems?

to form one high-performance prediction rule to improve the

performance of any given learning algorithm. In theory, Bocsting In fact, the cognitive model based on the speech recognition
can be used to reduce the error of the learning algorithm whib systems have to better focusing in the descriptions inpeh su

generates learners that needs to be better than random guéss. th tic si i der to boost th
Adaboost is the most used boosting algorithm. Support Vecto as the raw acoustc signal In order to boos € accuracy

Machines (SVMs) and Adaptive Boosting (Adaboost) are two Of the recognition system. In this context, this paper tries
successful classification methods which are essentiallyslar as  to improve the performance of a speech recognition system

they both try to maximize the minimal margin on a training  phased on a raw acoustic input recording from a microphone.
set. In this paper, we will investigate the impact of Adabods  geyerg| speakers (female and male) pronounce few sentences

on the supervised algorithm SVM for a Multi-Class phoneme but h ker has it behavi ¢ .
recognition problem. This task may be complex since SVM ut each speaker has Its own behavior, accent, energy,, noise

is not an easy classifier to train and so, AdaboostSVM may €tC. Those cognitive factors make it difficult to the robest
not be viable. Furthermore, we compare the recognition rate of the speech recognition system.

to other commonly used Adaboost methods, such as Decision
Tree C4.5. From the different phoneme datasets, we shall sto
that the single SVM-RBF outperforms Decision Tree C4.5, the
AdaboostC4.5 and even the Adaboost SVM-Based component

In the automatic speech recognition (ASR) field, the choice
of the learning algorithm for building of any ASR system

classifier. is a crucial step since the success of the recognition task
To experiment AdaboostSVM, we use the phoneme datasetsdepends essentially on learning stage. Recently, the Bgost
from TIMIT corpus and MFCC feature representations. have been proved to be an efficient method for improving the

Index Terms—SVM, Adaboost, Optimization,C4.5, phoneme  harformance of different classifiers. Therefore, this téghe
is used to combine a collection of component classifiers
(called also weak classifiers), to form a single "strong”
Speech recognition proved to be successful in enormaalassifier. It consists in calling repeatedly the component
applications in the last few decades. Tthe Cognitive Infoco classifier on different weights over the training samples
munications (CoglnfoCom) systems ties in closely with thand adaptively adjusting these weights after each Boosting
patterns and speech recognition area since the user anditiveation [8].
CogInfoCom systems can interact through a human computer
communication [1] [2]. Adaboost is the most popular method of Boosting. The
There has been a considerable improvement in speech ggeat success of Adaboost can be attributed to its ability to
plications since it is closely related to the informatiordanmaximize the margin on a training set, which lead to improve
communications technology and cognitive science problemthe performance of the classifier. The efficiency of Adab@ost
Despite the considerable progress in speech researckesctbsely related to the component classifier used. Since #ie m
robustness of speech recognition systems still slight due dbjective of Adaboost is to enhance the learning perforrmanc
many factors such as large data, noisy environments, speakfea given weak classifier, then combing Adaboost with a
voice, etc. Unfortunately, many speech recognition systerstrong classifier may not necessarily be optimum choice and
have their limits to accomplish the human performance. it may be going against the gain of the Boosting principle.
For example, a phoneme recognition system is based orrathermore, the choice of the learning algorithm, gemgral
sequence of phones but those phones bring the understandiifiect the recognition rates. But how to distinguish betwae
and the confusion with the neighboring phonemes. Thusyeak” and a "strong” learner algorithm ?
many studies in the speech recognition develop techniqud®e propose this study to emphasize the notion of "the weak
that provide into the speech recognition systems greatard strong learner”; SVM and C4.5 are two strong algorithms

I. INTRODUCTION
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which constitutes our base component classifiers. In pdatic ~ Since this paper discuss an hybrid of the learning algorithm
we would observe the behaviour of SVM with Adaboost. with Adaboost, we will present an overview of other related
The remaining parts of this paper is organized as follows: ktudies that used Adaboost in cognitive systems. In the
section Il, the main idea of Adaboost is introduced. In secti few past years, several studies combining Adaboost and
I, the learning algorithms used in this study are presgntecognitive systems have been developed to take advantage of
The architecture of our ASR system is proposed in sectitime Adaboost algorithm to improve the system’s performance
IV; Experimental setup and results are described in sextioBhakraborty present in [17] an expert cognitive system tvhic
V. The conclusion is made in section VII. use Adaboost to boosts the performance of an ensemble of
classifiers. The empirical comparison of his study shows tha
hybrid learner based Adaboost outperforms the single weak
The Boosting method was inspired by on-line learningarner.
algorithm called Hedgé/3) which allocate weights to a setStanciulescu et al. used Adaboost algorithm in order to
of hypothesis used to predict the outcome of any systamprove the real-time object detection in complex robotics
[8]. Recently, Boosting method has been quite successfulyoblem [18]. Experimental results of this study on a car
applied on real-world applications and it was mostly useghtabase show that the boosted classifier improve the sesult
on the speech recognition field. The most and widely used the vehicle-detection application.
boosting algorithm is AdaBoost. On the other hand, Lee and al. used Adaboost for the text
AdaBoost (Adaptive Boosting), an iterative algorithm, wadetection in natural scene to enhance the detection system
originally introduced by Feund and Schapire on 1995 [8] [9]19].
If the applied learning algorithm had a low performancdsor a driver’s cognitive distraction detection probleme th
Adaboost algorithm generates a sequentially weighted fsetawthors used Adaboost to improve the performance for
weak classifiers in order to create new classifiers which agtetection of driver distraction [20]. Based on experimenta
more operational on the training data. Hence, the AdaBoagsetults, the authors shows the capability of AdaBoost to
algorithm multiple iteratively classifiers to improve theenhance the accuracy of a problem based on the detection of
classification accuracies of many different data sets coegpastate of cognitive distraction.
to the given best individual classifier.

Il. ADABOOST

Adaboost was combined with SVM for a triaxial
The main idea of Adaoost is to run repeatedly a givesccelerometer-based fall detection problem in [21]. The
weak learning algorithm in different probability distrifiens, experimental results proves that the proposed method
W, over the training data. This distribution is initially setAdaboost-SVM gives optimal results compared to those with
uniform. the single method. The Adaboost-SVM produces, also, the
In the meantime, Adaboost calls the Weak Learner algorithiime lowest false alarm rate and the detection results as well
repeatedly in a series of cyclés. Then, it assigns higher as the highest accuracy results of their study.
weights to the misclassified samples by the current comgonen
classifier(at cycle t) , in the hopes that the new weak classifi
can reduce the classification error by focusing on it. Ill. COMPENENTCLASSIFIERS
Meanwhile, lower weights will be assigned to the correctly The principal aim of the learning algorithm is to extract
classified samples [7] [10]. Thereafter, the distributidhis regularities from sets of samples. They are consisting of
updated after each cycle. In the end, hypothesis producedsgyeral algorithms that improve automatically the system
the weak learner from each cycle are combined into a singlgough experience [27].
"Strong” hypothesisf [16]. In this paper, we are interested by the supervised learning
The importance of Adaboost lies in the component classifiestice it allows to generate function that maps inputs to
which is systematically have an accuracy slightly highanth desired outputs.
50%. This means that the component classifiers have to Ihethe last decades, different learning algorithms werdiegp
better than a random estimation [15]. to identify and verify the speech. There is several algorgh
that were mostly used in the ASR such as decision tree,
Briefly, Adaboost is a meta-learning method that triesDA, SVM, the baseline system, etc.
to build a "strong” learning algorithm based on a group
of "weak” classifiers. It must be pointed out that Boostin% i
has been very successful for solving two-class classifinati” SUPPOrt Vector Machine
problems. A Support Vector Machine (SVM) is a learning algorithm
Meanwhile, to achieve multi-class classification, modbr pattern recognition and regression problems [25] whose
algorithms have to convert the multi-class problem to approaches the classification problem as an approximate
multiple binary classification problems. Our ASR system wiimplementation of the Structural Risk Minimization (SRM)
use Adaboost.M1. induction principle [4].
SVM approximates the solution to the minimization problem



of SRM through a Quadratic Programming optimization. b spectrogram and then to MFCC spectrum by applying
aims to maximize the margin which is the distance fronhe Spectral analysis. Then, we proceed to the the phoneme
a separating hyperplane to the closest positive or negatsegmentation to constitute seven sub-phoneme sets. The fina
sample between classes [3]. stage consists on applying the proposed algorithms for the
phoneme recognition problem, see figure 1.

A subset of training samples is chosen as support vectors.
They determine the decision boundary hyperplane of theThis system aims to use two different algorithms as com-
classifier. Based on this principle, the SVM adopts ponent classifier in Adaboost. Then, the comparison of error
systematic approach to find a linear function that belongeneralization is made in order to see the ability of Adaboos
to a set of functions with lowest VC dimension (thewith those two classifiers.
VapnikChervonenkis dimension measure the capacity of a
statistical classification algorithm). V. EXPERIMENTAL SETUP

The experiments with our ASR system consists in
Applying a kernel trick that maps an input vector into gecognizing which identity of phoneme which been tested
higher dimensional feature sapce, allows to SVM to approxi-e. aa, ae, ih , etc).
mate a non-linear function [4] and [15] and [3]. In this papewe split beforehand the phonemes into 7 groups
we use SVM with the radial basis function kernel (RBF). (Vowels,Stops,Nasals,Fricatives,Affricates, Semi-gmy
- others(silence)) [3].
B. Decision Tree C4.5 As discussed in the previous section, the first setp in a
C4.5 is a learning algorithm used to generate a decisiaisR system is the feature extraction. It converts the speech
tree developed by Ross Quinlan [23]. The Decision Tree C4spyveform to a set of parametric representation. Hence, we
is an extension of Quinlan’s earlier ID3 algorithm (Iteva“ have used the MEL frequency Cepstra' coefficients (MFCC)
Dichotomiser 3). feature extractor.
Just like ID3, C4.5 employs a "divide and conquer” strategy, 1980, Davis and Mermelstein developed the MFCC
[13] and uses the concept of information entropy to compufgatures for speech classification systems [6]. It consists
builds decision trees from a set of training (the split ¢i#e on the cepstral coefficients which are produced by the
The training data is a sef = SCl, .§C2, xn of already classified me|_frequency Warped Fourier transform function.
samples. Each sampl&; = x1,z2,... iS a vector where
x1,22,. .. represent attributes or feature of the sample. The system that we present in this paper use the speech
The training data is augmented with a vectogamples extracted from the TIMIT corpus [11]. Moreover,
C = c,¢g,.. . wherecy,cy, ... represent the class tofor the nonlinear SVM approach with the one-against-one
which each sample belongs [22]. strategy , we choose the RBF (Gaussian) Kernel trick, this
choice was made after a previous study done on our data sets
At each node of the tree, C4.5 chooses one attribute \gfth different kernel tricks (Linear, Polynomial, SigmQiE8].
the data that most effectively splits its set of samples into
subsets enriched in one class or the other. Its criteriohds t The experiments using SVM are done using LibSVM

normalized information gain (difference in entropy) thesults  toolpox [29]. The table | recapitulate our main choice of
from choosing an attribute for splitting the data. The bttté  experiments conditions:

with the highest normalized information gain is chosen to

make the decision. TABLE |
With the adaptively boosted C4.5 Decision Tree classifiers EXPERIMENTAL SETUP
[?7], very high degree of accuracy can be achieved in ASP SYM
field. Methods -C4.5
-AdaboostSVM
IV. PHONEME RECOGNITION SYSTEM ARCHITECTURE ifl\ggboost04-5
. . . 0
The architecture of our phoneme recognition system is Cost 10
described in this section. The proposed system aims to Kernel trick RBF .

. Windowing 3-middle Windows
compare the performance of Adaboost with SVM-based Corpus TIMIT
component classifier and the performance of Adaboost with Dialect New England
Decision Tree C4.5-based component classifier on a phoneme Frame rate 125/

. . Features number 39
recognition task,( see Fig. 1). Sampling frequency | 16ms
A. Adaboost-Component Classifier VI. EXPERIMENTAL RESULTS

The proposed phoneme recognition system passes throughn this section, SVM and Decision Tree C4.5 are compared
several stage with the transformation of the speech samplgth the commonly used Adaboost, which takes SVM and
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Fig. 1. Architecture of the ASR system

Decision Tree C4.5 as component classifiers. which are used for the validation.

At this stage of experiments, we investigate to find the Since the generalization errors of AdaboostC4.5 are less
impact of Adaboost on the two learning classifiers selectedthan those of C4.5 on these 7 data sets. We can conclude that
For the phoneme recognition systems, we compare tAdaboostC4.5 performs better than C4.5 (i.e. Nasal : 61% Vs

performance of our component classifier in Adaboost ad®%).

single classifiers on 7 data sets which are vowels, serfir Semi-Vowel, Others, Nasal, Fricative, Affricate,
vowels, stops, others, nasals, fricatives, affricatese Tihal AdaboostC4.5 gets better accuracy compared with those
performance of each algorithm on a data set is the averagegeherates by C4.5 (i.e. the accuracy of Fricative data sets
the results over the 7 data sets. improves about 15%).

It must be pointed out that the number of iteration of In turn, the same conclusion can not be drawn from table
Adaboost for the recognition system was fixed to 25. In for the single SVM-RBF and AdaboostSVM. We observe
general, the boosted classifier performs well even with oniljat the AdaboostSVM performs similarly or worse than the
10 iterations. single SVM-RBF. We think that forcing the strong SVM

classifiers (SVM with its best parameters) to concentrate on

TABLE Il ; [
GENERALIZATION ERRORS WITH3-MIDDLE FRAMES OF FOUR the Very hard Samples Wlth _too much emphaSIS IS_ the cause
ALGORITHMS PER PHONEME SVM-RBF, ADABOOST WITHSVM, of performance degradatlon in AdaboostSVM algorlthm.

DECISIONTREEC4.5AND ADABOOST WITHDECISIONTREECA4.5 This case is also observed in [32] which show that Adaboost
with strong classifier component classifier is not effective

Classifiers [[ SVM  AdaboostSVM  C4.5  AdaboostC4.5
\Vowel 44.74 45.83 72.95 75.80

For AdaboostSVM, the accuracy have been slightly better
Semi-Vowel || 18.55 22 38 38.91 27.62 on vowel, stops and affricate data sets and the improvement
reach about 1,8%. While, for the rest of data sets used,

Stops 45.72 45.99 64.62 68.45 AdaboostSVM performs slightly worse than single SVM and
Others 14.93 15.97 18.40 16.32 the declination reach about 4%.
Nasal 39.46 41.57 61.45 48.80

From table Il, we, also, observed that SVM outperforms
Fricative 21.02 26.14 4451 29.17 both C4.5 and Adaboost C4.5, in general, on these data sets.
Furthermore, for SVM we set a small valuepfand also the
most suitable for our datay€0.008), which make the SVM
classifier stronger.

Thus, Adaboost become inefficient because the errors of
The table Il describes generalization errors of the fotlnese component classifiers are highly correlated. Hehee, t
algorithms for the given 7 data sets withmiddle frames use of a suitable gamma for SVM component classifier un
which are Vowel, Semi-Vowel, Fricative, Affricate, NasalAdaboost leads to lower the performance of AdaboostSVM

Silences and Stops . for phoneme recognition.

Affricate 21.43 33.33 45.24 33.33
Average 29.40 32.95 49.44 42.78

The empirical results present the performance of theWe would like to emphasize that the purpose of our
phoneme recognition system with the singles classifieegperiments is not to argue that SVM-RBF performs better
SVM and C4.5 and the combined classifiers. The datababkan the decision tree C4.5 and the boosted C4.5, but rather
is composed by 70% of learning data and 30% of test ddtaillustrate that SVM and C4.5 are two strong algorithm, but
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