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via the AP. The file server is considered to be located on the
high speed Ethernet link connected to the AP, which makes the

energy spent in radio communication when the STAs are in the propagation delay between the AP and server negligible. Our

Continuously Active Mode (CAM), or in the static Power Save aim is to model the ene_rgy spent for radio comm.un.icatilon by
Mode (PSM). Our approach is to develop accurate models for the STAs for the following two types of TCP traffic in either

obtaining the fraction of times the STA radios spend in idling, mode of operation of the STA:

Abstract—We develop analytical models for estimating the
energy spent by stations (STAS) in infrastructure WLANs whe
performing TCP controlled file downloads. We focus on the

receiving and transmitting. We discuss two traffic models foeach
mode of operation: (i) each STA performs one large file downlad,
and (ii) the STAs perform short file transfers. We evaluate tle
rate of STA energy expenditure with long file downloads, and
show that static PSM is worse than just using CAM. For short
file downloads we compute the number of file downloads that can
be completed with given battery capacity, and show that PSM
performs better than CAM for this case. We provide a validation

o N STAs downloading long files over TCP — In this

scenario, the average rate of expenditure of energy is
analyzed. To evaluate this, we obtain the fraction of times
the radios of STAs stay in different states, i.e., idle,

receive and transmit.

o« N STAs downloading short files over TCP — In this

scenario, we consider a constant number of users down-

of our analytical models using the NS-2 simulator [1]. . .
Y 9 s loading short files over TCP. In between two downloads,

a short period of inactivity othink time To analyze this
scenario, a Processor Sharing (PS) model is used to model
With the advent of wireless technology in hand-held de-  the download rates provided to the files by IEEE 802.11
vices, saving energy incurred due to wireless protocols is \AC. The PS service rate is obtained from the analysis of
of prime importance. To design efficient power management |ong file downloads mentioned in the previous paragraph.
policies for wireless adapters, it is often required to know rnig paper is organized as follows: Sectioh Il discusses the
the energy spent by wireless stations (STAs) running @iffer .evious literature in the area of WLAN energy modeling.
classes of applications. Since users often use TCP bagglio T provides an overview of the PSM and the queuing
applications, in this paper we characterize the energytSpen gy,ctyre at the AP. In Sectidl V, we analyze the scenario of

STAs while running TCP controlled data transfers. We focug-p long transfers for both CAM and PSM. In Sectlod VI,

only on the energy spent in radio communication, and Wgs analyze short file transfers. Finally, Sectionl VIl contels
evaluate this by obtaining the fraction of times the STA oadiy,o paper.

stays in different states, i.e., idle, transmit and receive
In normal mode of operation, also called as the Continu- Il. RELATED WORK
ously Active Mode (CAM), an STA always keeps its radio Anastasi et al. [2] consider a single STA in PSM down-
on, so it can receive and transmit at any time. This modeading a file over TCP in the presence df active STAs.
of operation is energy inefficient since STAs draw currefthe authors evaluate the expected energy spent by the STA
even when they are idling. To save power during the periad download the file as a function a¥. This is indirectly
when there is less or no network activity, WiFi cards arebtained by evaluating the contention time required to send
provided with controls through which they can be turned PS-POLL frame. While in our work, we do not consider
off. To leverage this facility, the IEEE 802.11 standard hasctive STAs, instead they are considered to be downloading
a feature using which STAs can turn off their radio withoufiles over TCP. Further, we have assumed more realistic PSM
losing packets. This is generally the Power Save Mode (PSNyotocol, which will be explained later.
In this mode, an STA can be in any one of the two stattive Lei and Nilsson [3] consider STAs in PSM carrying down-
stateandsleep state link traffic in which inter-arrival time between packets het
Contribution: In this paper we analyze various scenario8P is exponentially distributed. They obtained averagekac
in which several stations (STAs) are associated with a singbelay due to queueing and the PSM protocol. They also obtain
Access Point (AP). In each scenario each STA is considelledver and upper bounds on the average percentage of time
to be either in the PSM or the CAM and downloading filea STA stays in sleep state. Baek and Choi [4] consider the
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same scenario as in [3] and evaluate the variance and exafdatency sensitive application like NFS and audio stremmi
expression for the average percentage of time a STA staydana STA in PSM. To prevent this degradation, they proposed
sleep state. Si et al. [5] consider STAs in PSM mode, ca- self-tuning power management (STPM) algorithm which
rying downlink and uplink traffic. They describes the modehccepts inputs from applications. On the basis of the inputs
using which aggregate throughput and power consumptionttie algorithm evaluates expected energy and delay incinred
obtained. We note that the models in [3], [4] and [5] assunim®th the modes (CAM and PSM), using which it decides to
Poisson arrivals of packets into the AP or STA, and, hence, dperate in a particular mode. Our work can complement this
not correctly model the traffic generated by the TCP cordbll by quantifying the exact value of the energy that is consumed
file downloads. They observed excessive contention amongile a TCP application is running, so it can help to devise
STAs immediately after the transmission of beacon frame,bktter power management policies. Yong et al. [10] propose
there are large number of STAs in PSM. It is because, STAsway to minimize energy and delay by scheduling and
start contending for PS-POLL frame safter receiving beacamforming the schedule to STAs through beacon frames. The
frame, if they have a data frame stored packet at the Aduthors show that scheduled PSM improves the performance
To avoid excessive contention, authors suggested that fhe iA terms of energy as it reduces the idle times in the presence
should not inform to all STAs about the stored packets. T$isof background traffic. Tan et al. [11] propose to take advgata
also observed by us and can drastically reduce the perfaenaaf throttling done by the TCP server in media streaming
of PSM. However, in our case, we avoid excessive contentiapplications. Throttling means that the server sends data a
by setting the rule at the STA; if the STA has already sent thate less than the end to end available bandwidth. They use
PS-POLL and is waiting for the packet, it will not generat@& CP receiver advertised window to shape traffic in the form of
another PS-POLL before receiving the packet, even if beacperiodic bursts. So instead of downloading packets ovegelar
frame indicates that there are packets stored at the AP.  duration, an STA completes the download in lesser duration,
In all the above papers [2], [3], [4] and [5], authors considevhich saves energy. However if the WLAN is the bottleneck
PSM protocol implementation which is not practical in théink then it is difficult to achieve to achieve this gain. Z#ae
presence of download type background traffic. They considand Pellegrini et al. [12] and Wang et al. [13] consid€r
the following sequence of frame exchanges: First the PSdaturated STAs in CAM mode and analyze the energy spent
STA sends the PS-POLL frame through contention, after SIB$ them in radio communication. While in our paper, STAs
AP sends the data packet and after SIFS again the STA seadsnot considered to be saturated, but they are considered t
the MAC ACK. So the AP does not contend to send data. bre downloading files over TCP. Baiamonte et al. [14] propose
the presence of traffic from the AP to other STAs, when the AB make use of NAV set in RTS and CTS, using which the
receives the PS-POLL frame, some packets might be alreatyn intended receiver can switch to low power state during
present in the NIC queue of the AP, and these packets neékd upcoming transmission. It requires that switching yléta
to be sent first. We have analyzed the PSM protocol in thav power state should be less than the transmission time of
presence of traffic from other STAs, which is a more realistitie data packet. Our model also accounts for the time during
scenario and so we have considered an implementation of tigich an STA listens to the traffic for other STAs.
PSM protocol in which the AP contends to send data to PSM
STAs. Hu et al. [6] consider STAs in an independent basic IIl. PSM - OVERVIEW
service set (IBSS) and evaluate the throughput, delay aad thIn this section, we discuss the implementation of the PSM
loss rate of the energy characterization as a function of theotocol that we have considered, and the queueing steictur
traffic load, buffer size and other protocol specific pararet at the AP for the packets destined for the PSM clients. When
Our work is different from this as we focus on the STAs irmny STA switches to Power Save Mode (PSM), it goes to sleep
an Infrastructure Basic Service Set. state (switches off its radio) and also informs the AP about
Krashinsky and Balakrishnan [7] consider a single STA iit. Packets arriving at the AP for PSM STAs are stored in
PSM doing very short file transfers (order of tens of KBskeparate queues maintained for each PSM STA; we call them
They observed that web transfers incur large delays, becaBSM Queuessee Fig[lL. There is a NIC queue in which MAC
of the interaction between TCP slow start, RTT and PSM. TeDUs are enqueued for transmission by the PHY layer. The
bound the delay, the authors propose a bounded slow doMA sends beacon frames periodically, through which it im®r
(BSD) protocol in which a web page can experience a del®5M STAs about the packets enqueued for them. PSM STAs
not more than a specified percentagedf the actual normal also wake up periodically to listen to the beacon frame. If,
delay (without PSM). BSD [7] is further improved upon byon receiving a beacon, an STA sees an indication that there
Quiao and Shin [8]. They estimates the RTT of current TCB a packet enqueued for it, then it contends for the medium
connection and using this information, the sleep wake sadieedto send the PS-POLL frame. In reply to the PS-POLL frame
is made more efficient. However, the scope of their work the AP immediately sends a MAC ACKhis behavior is in
limited to only one STA, while here, we analyze the effect afontrast to earlier studies where it is assumed that a data
background traffic, which plays a dominant role in determgni packet is sent immediatelit. is not practical to assume that
energy consumption and delay for a file transfer. the AP can immediately send a data packet in response to the
Anand et al. [9] demonstrate the degradation of performane&-POLL, since there might be already some packets present



L_| Queue between LL and MAC download traffic, which means that the AP sends data packets
Enque Packets For PSM STA to STAs, while STAs send TCP ACKs. We assume that the
RTS/CTS mechanism is used by the AP to send data packets,
while the basic access scheme is used by the STAs to send
TCP ACKs. The following are our modeling assumptions:

« In all the scenarios, at any instant, an STA has at most a
single TCP connection.

o The application at the STA is such that flow control is
never required and the advertised TCP window is always
Wmax-

o The receivers do not implement tlielayed TCP ACK
strategy, i.e., every received packet generates a TCP ACK.

o The file server is assumed to be connected to the AP

Fig. 1: Queuing Structure at AP by a high speed LAN, which implies that the propaga-
tion delay between the AP and the TCP server can be
neglected.

in the NIC queue of the AP at the instant when AP receivese The buffers are large enough so that there is no loss of
the PS-POLL frame. packets due to buffer overflow at the AP or STAs.

On receiving the PS-POLL from a STA, the AP dequeuese There are no packet losses due to the bit errors on the
the HOL packet from the corresponding PSM queue and the wireless medium. Also, there are no packet drops
enqueues it at the tail of the NIC queue. If the PSM queue due to the excessive collisions in the medium. The
of the STA is still non-empty, then the AP sets the More Bit  analysis can be extended to include packet loss due to bit
in the dequeued packet to indicate to the STA that there are errors; further for TCP controlled transfers the collision
more packets stored for it at the AP. On receiving this packet probability is indeed so low that the packets are rarely
the STA checks the More bit. If it is set then it sends another dropped at the MAC layer due to excessive collisions.
PS-POLL frame. In this way, the STA does not sleep until its « We also assume that when there dreactive STAs,
PSM queue at the AP becomes empty. And also, note that each then these STAs and the AP attempt in any slot with
PS-POLL packet permits the STA to download one packet probability 541, wheresy; is long term attempt rate
enqueued at the AP. and is obtained via saturation analysis in [15].

There are some situations which are not specified in the
protocol but are implementation dependent. Such situstion
and the assumed behaviors of an STA and the AP are describelid this section, we consideN STAs associated with the
here. After sending a PS-POLL, the STA marks its state &&, with each one downloading a single large file over TCP.
waiting for unicast If before the STA receives the unicasiVe consider two scenarios: Ij STAs in CAM, 2) N STAs
packet, the AP transmits a beacon frame and it indicates tifatPSM. For both the scenarios, we obtain expressions for
there are packets at the AP for this STA, then this STA withroughput and average current drawn as a function of the
not generate another PS-POLL frame. But this may result imgmber of STAs.
deadlock when the packet that it is meant for is lost, because .
then the STA will continue to be awake and will not sen§' All STAs in CAM
another PS-POLL. To prevent this situation, a timer is start L€t Xacr(t) be the total number of ACKs stored in all
when the STA sends the PS-POLL, and if the STA does n€ STAs at any instant, Xuat.(t) be the number of data
receive a packet before timer expiry, it goes to the slee.staPackets stored at AP at Since the RTT between the AP and
Subsequently in the next beacon interval, if the STA gets 4} Server is negligible, so a data packet arrives immelgiate
indication, then it will send a PS-POLL to retrieve the packéfter the arrival of the TCP ACK at the AP. By assumption,
from the AP. Further, if the beacon frames arrives at the ST max iS the TCP window advertised by the receiver, so at any
when it is contending for PS-POLL, then it ignores the beacdStant, Xack (t) + Xdata(t) = NWinax. Which implies it is
frame, because the STA already knows that there is a packefficient to keep track of eitheKoci () or Xaara(t). In the

V. LONG FILE TRANSFER

at the AP for it. model, we assume that TCP ACKs are uniformly distributed
among STAs, which is quite a valid assumption as there is no
IV. MODELING ASSUMPTIONS preference given to any STA. The model here we use is the

In this section we state the assumptions common to all teenplified version of the model described in [16], in whicle th
scenarios we have analyzed. We consider a single cell 802althors consider both upload and download traffic, to evalua
WLAN with N STAs associated with a single AP. The STAshe aggregate throughput. In the next section, we develop a
and the AP contend for the channel via the DCF mechanisnew model for calculating energy expenditure rates.

We consider various scenarios in which either all the STas ar Let us call the instants just after successful transmissi@n
in CAM or all in PSM. Here, we consider only TCP controllegpacket on the medium, as tBaccess instantsnd denote the



k" success instant &. Let the value ofX,.x(t) at instant of the reservation from the "Duration” field in the

G be Xi. Since, we are approximating IEEE 802.11 MAC RTS and CTS; so this other node will listen to
by p-persistent model, in which every wireless entity attempts the ongoing transfer and can choose not to decode
independently in every slot with probabilit§,, wherek is the corresponding packets. This can result in less
the number of active entities. Because of it, given the sthte consumption of power than in the receive decode
X (t) at Gy, the future evolution of the process is independent state [19].

of the past. Under the above assumptiofisys; G). k> 0}, |dle State (Id) - In this state, the channel is idle; no node
forms a Markov renewal sequence, and procEss) forms a is transmitting.

Markov regenerative process. The DTMC of the proc&ss  , sleep State (SI) - In this state, STA is in sleep state and
is shown in the Figur&l2. A transition from stateo i + 1 draws a very small current.

represents the success of the AP and a transition from state

i to i — 1 represents success of some STA. Since the backk/fft us denote the above states My = Tz, M; = RaD,
= RxLs, M, = 1d, M5 = SI. Let us denote/,,, as the

arameters of all the STAs and the AP are sameXif= 1, L .
P ef= i current drawn by an STA while it is in stafd,.. Let us define

then at the nexsuccess instanthe AP wins the contention ) ) .
Q1 (t) as the total charge drawn by STAIn the time interval

with probability 1/(min(N, i) + 1) and one of thenin(i, N)
STA wins with the probabilitymin(:, N) /(min(i, N) + 1). (0’.t)’ then the average currenfy) drawn by STAs can be
written as follows:

1) Aggregate ThroughputConsider the procesX; and
defineT, = Gj,1 — G} as the length of th&®" cycle. Let 1 Qu(t)
the number of successful attempts by the AP inkHecycle Jo = — Z lim < (2)

i . N t—00 t
be denoted byHy; H; can be eithed or 0. Let H(t) denote k=1
the number of successful attempts made by the AR)in). define the following indi funci ‘
Then by Markov regenerative analysis [18], the following cal-et us define the following indicator functions for an STA

be written: 1 if STA k is in state), at instantu

N 1 NWao—1 1 k =
ox — lim 20 _ Dkmo TRt 2Nt WiITk Iny, (u) { 0 otherwise ®3)
t—o00 t fCV:mo/nlaz 7Tk;Ek; [T]

(1) Now, writing Q(t) in terms of the above indicator functions:

where, ;. is the stationary probability of STAs contending 5 .
in a cycle andE), [ X] is the expected time until the end of the Qi(t) = Z Jur, / ]& (u) du (4)
next success, when the number of STA at the beginnirig is —1 0
The detailed expression fdty[T] is given in AppenditE. o ) o

2) Average Current:In this section, expressions for theBY substituting, Eqnil4 in Eqii] 2,and then rearranging it, we
average current drawn by an STA is evaluated. For th@et the following equation for average current:

we obtain the fraction of time any STA spends in different N

communication states. We define the following possibleestat Joo = 1 i lz » /t I ) du

« Transmitting State (Tx): In this state, the STA is trans- N —tmoo t o= "

mitting. 5 1 Nyt
o Receiving State (Rx): In this state, the STA is receiving. = Z Jy, — lim Z - I]’QT (u) du (5)

However, there could be two substates corresponding to r=1 N = = to

this state. 5

— Receiving Decode state (RxD): In this state, the STA - Z I, P,
r=1

is receiving as well as decoding.

— Receiving Listen state (RxLs): In this state, the STAyhere, ), as the fraction of time an STA spends in state
is receiving but not decoding the data. This statg/ The finite sum and the limit can be exchanged so the

is possible because of channel reservation by RTghove rearrangement is valid. Our aim is to evalubtg :
CTS mechanism. If the channel is reserved for two

nodes, than any other node will know the length 1 N oot

’ (6)

T(N+1) L(N+1)

1 12 UN  1(N+1) . 1 . 1/t
CLTE S
4 g -
1 2/3 NI(N+1) N/(N+1) N/(N+1) where,
N
Fig. 2: DTMC of the process(;, Snr, (w) = IF, (u) @)



Then by Markov regenerative analysis [18], one can show thaccessfully transmitted by the AP goes to an empty STA

following, and the total number of contending STAs increases by one;
N an 2) There are some STAs that are contending to send PS-

.1t k=0 T B UG,H S, (u) d“} POLLs and some are contending to send TCP-ACKSs; 3) When
Jim 0 S, (u)du = N W o B[] a STA successfully transmits a PS-POLL, the number of

8) STAs contending for TCP-ACK increases by one; 4) When a

STA successfully transmits a TCP ACK, the number of STAs
The detailed expression f(Ek}\T] is given in AppendiXE, and contending decreases by one.

that for Ey, Ug:ﬂ Sy, (u) du| in Appendix[F. Consider the procesX (¢) of the number of STAs with a
_ PS-POLL at the HOL position and TCP ACK behind it, and
B. All STAs in PSM the processy (t) of the number of STAs with only a TCP

1) N > 5 - Development of the Modeltn this section, ACK. Consider the joint procesgX (t),Y(t)), embed it at
we considerN STAs in PSM, downloading large files overthe ends of success instants. Let us der@jethe instant
TCP. In this scenario, AP will always contend for the channekhen the k** successful transmission ends. Let us denote
since for every two packetd (TCP ACK +1 PS-POLL) sent (Xj,Y;) as the value of the processX(¢),Y (t)) at Gy.
by each of the STAS)N packets need to be transmitted byefine T, = Gri+1 — G. Using the same arguments pf
the AP. Since, no preference is given either to the AP or persistent approximation, as stated earlier in the Sefifidh
the STA, the above situation is possible, only if small numbé (X, Y:); G, k > 0} forms a Markov renewal sequence, and
of STAs contend at any time, so that3 of the packets are the proces$X (¢), Y (¢)) forms a Markov regenerative process.
transmitted by the STAs antl/3 of them are transmitted by The transition probabilities of the Markov chain Xy, Y;)
the AP. Since, we are assuming negligible RTT between tdepend on the number of active STAs, and are shown in Fig.
AP and server, so at any time, most of the packets of the TBPIn Fig.[3, thex axis represents the proces§, and the
windows of the STAs are present at the AP. Because of thisaxis represents process,, and the state space is given
the "More” bit is always set in every data packet sent; so th®y {(x,y) : 0 < z + y < N}. The transition probabilities
STAs never go to sleep. On receiving a packet, the STA hasaie obtained using the fact that all nodes (Wireless estitie
send a PS-POLL frame and a TCP ACK. Since the PS-POlih. WLAN) have equal chance to transmit; so the transition
is a MAC level packet, it is enqueued at the HOL positioprobability from(z1,y1) to (21 + 1,y1), which corresponds a
in the transmission queue of the STA and the TCP ACK sticcessful transmission by the AP, is givenlbyz, +y; +1).
the end of the queue. If the transmission queue of the STather transition probabilities are also obtained in the esam
is empty when it receives the data packet, then immediatetay.
after the reception, its transmission queue will contaio tw
packets, PS-POLL at the HOL position and TCP-ACK behind
the PS-POLL. After STA sends a PS-POLL it starts contendin
for TCP-ACK. If the STA queue is nonempty (it implies that(gO,N)
the STA is contending for TCP ACK) when it receives the
data packet, then the STA will first transmit the PS-POLL.
To transmit the PS-POLL, the STA will not sample the new
backoff, but uses the residual backoff of the TCP ACK for
which it was already contending when it received the data
packet. It is not possible that STA receives the data packet
when it is contending for PS-POLL, because it is only after
the PS-POLL is sent a data packet arrives at the STA.

When the AP receives a PS-POLL packet from the STA,
then a data packet corresponding to this STA is brought into
the NIC or transmission queue of the AP. There might be
some packets already in the transmission queue of the AP
(the probability of this increases witlV), due to which this
packet will be transmitted only after the packets precedting
are transmitted. During the time when the AP transmits these

1
N+1

preceding packets, with high probability, the STA will tsanit (0,0) (N,0)
the TCP ACK; as a result the AP always sends a data packet = !
to an STA that has an empty transmission queue. Fig. 3: 2-Dimensional DTMC of the proce¢&, V)

Since no preference is given to the AP and the AP sends
a single packet per PS-POLL, the transmission queue of the
AP will build up for large value ofN. The following can 2) N > 5 - Aggregate download throughputtet the
be inferred on the basis of the above discussion: 1) A packetmber of successful attempts by the AP in ttfé cycle



be denoted byHy; it could be either 1 or 0. Lef/(¢) denote 5

the number of successful attempts made by the ARDim). as | Simﬁggg """ S
By Markov regenerative analysis [18] the following can be 4l CAM - 11 Mbps |
written, B L B e e e e e e e e M
@ 35 i
H(t =3 PSM-11Mbps ‘
@N:thm t() -g 3t /f\\\\\\\\\\\\\\\\\
—0o0 < e ML e e
ZN_l ZN—j_l T 1 +Z T 1 © 25 7++ }CA}M}'S"S‘MFP% R s i e B
_ j=0 i=0 ;J i+j45\} i,j:i4+j=N,iZN "] N+1 5 +" PSM-55 Mbps |
ZJ:O ZZ:O 7Ti7j EZJ [T] 1 5 4 ! \CAM\- 2\ MbRS - ! ! ! | | L | |
9) R T I T A A
1 . - pS . . . . .
m;,; Is the stationary probability of the procegy, Y%). 0 2 4 6 8 10 12 14 16 18 20
E; ;[T] is the expected time until the next success, starting Number of STAs
with the state(:,j) and its detailed derivation is given in

Appendix(B. Fig. 6: Aggregate Throughput - (CAM & PSM)

3) N = 1 - Aggregate download throughputAfter the
Slow Start phase is over and the TCP window has grown to _ _
its maximum value, there will always be some packets at tke Simulation Results — Long Files
AP and STA, with high probability. Due to this, the AP will - gjm 1ation results are obtained using ns-2.33 and the var-
always set the More bit in every outgoing packet; so STA Wil ;s narameters used are taken from the 802.11b standard
never go to sleep. ) . . (given in Table [I). Data rate is taken asMbps to transmit

When an STA receives a packet with the More bit set, i, o) frames. To transmit data frames and MAC Header, data
has to send a PS-POLL and a TCP ACK. PS-POLL, beingye is taken ag2, 5.5, 11 Mbps. The TCP packet size is taken
MAC level packet, will be enqueued at the HOL position ofq 15008 and the RTS threshold taken as 300B, which means
the NIC queue, while the TCP ACK is enqueued at the enly; the TCP ACK is sent through basic access and the data
of the queue. Since after the transmission of packet the AB et is sent by RTS/CTS scheme. The values of current
queue is empty, so transmission of PS-POLL occurs witholit itterent states of radio is taken from the specifications
contention. However, TCP ACKs and data packets contend {g yhe |ntel PRO/Wireless 2011 card [20]. Comparison of
transmission. _ the throughput obtained in CAM and PSM is shown in Fig.

Consider the procesX'(¢) denoting the number of TCP 1 can he seen that the aggregate throughput obtained by
ACKs with the STA. The number of data packets with thg,o sTAs in PSM is less than that in CAM. The reason

. " _ _

AP is I — X(t). Denote the end of thé'’ success INstants ¢, this is the overhead of extra PS-POLL in case of PSM.
as Gy. Let X, be the number of TCP ACKs with the STAEq res[# and]5 shows the comparison of analytical and
at Gy Let Ty, = Gy41 — Gy Let the number of successfulgim jation results for fraction of times, average currend a

attempts by AP b (t) in time interval (0,7). The number ggiciency. Efficiency is obtained by dividing the throughpu

of successful attempts by the AP is 0 or 1 in betwégnand iy \Mpps) by average current (in mA), which is equivalent to
Gr+1 With probability 0.5. Then, using the Renewal Rewar

) , ata downloaded (in Mb) per Coulomb of charge drawn by
Theorem, the following can be written, an STA. Figure§4a aridlba shows the fraction of time an STA
. H(t) 0.5 remains in the idle state for CAM and PSM respectively. It

01 = tliff}o v = E[Ty] (10)  remains constant with number of STAs increasing. The time

for which the channel remains in the idle state can be divided

into three parts; 1) Time spent in backoff, this depends on
the number of STAs contending, 2) Inter frame time, SIFS
and DIFS, this remains constant, 3) Time spent in idling
during collision, EIFS, this depends on the number of nodes
contending. The throughput and the number of contending

where, the detailed expression fd#[T] is given in Ap-
pendix[D.

4) Average Current with N STAs in PSNEquationg R-£]7
remain valid for this scenario also. The expression forowsi
fractions is given by the following equation:

1 . 1/t nodes [17] do not change with number of STAs. So the time

Ou, = Ntlggof/o S, (u)du spent in decrementing backoff counter and the number of
N N en (11) collsions per data packet transmitted also do not changeeSi

1 2izo 2j—0 TiEiy { oy M, (“)d”} the interframe times, DIFS and SIFS always remain constant.

N ZZN:O Z;_V:O mi i B ;[T It can be inferred that a data packet is associated with a

constant idle time, irrespective of the number of STAs. Apar
The detailed expression fdf; ;[T is given in AppendiXB from the idle time there is transmission and receive times of
and that forE; ; fg:ﬁl Sw, (u)du| in Appendix[C. Model frames which depends only on the data rate, so the fraction
for one STA PSM downloading large fileV( = 1) is shown of time an STA stays in idle state remains constant.
in Appendix[G. The throughput of a singe STA decreases, when number of
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STAs increases, which implies that with increasing number TABLE |: Parameters
of STAs it will spend more time in receiving data frames for

other STAs. The STAs stays in RxLs state while it is receivin Parameter used

the data frames for other STAs. So the fraction of time an STA_Parameter Value Parameter Value
stays in the Receive & Listen state increases (fFigs. 4dapd 5¢ EIFS Time 364 s | RTS Size 20 bytes
with increasing number of STAs. Also, because of this reasony SIFS Time 10us PS-POLL Size | 20 bytes
the fraction of time any STA remains in receive and decodg P'FS Time S0us CTS Size 14 bytes
(Figs.[4b and[Bb) and transmitting state decreases (Eijjs. 4cPystem Slot time | 20us MAC ACK Size | 14 bytes
and) with increasing number of STASs. PLCP Header.time 144 ps IP Header . 20 bytes

An STA transmits following frames per data frame it | "1 Headertme | 48pus | TCPdatasize | 1500 bytes

receives: CTS, MAC ACK and TCP ACK. Being control MAC Header Size | 31 bytes | TCP Header Size| 20 bytes
frames, CTS, MAC ACK are transmitted atMbps, so the j;‘j JraD, JRsts igomn;A Ira 300 mA

transmission time of CTS and MAC ACK does not change

with data rates. While the transmission time of TCP ACK

also does not vary much with changing data rates because of

its size 08 bytes). As we see, with the data rate increasing, theed. For every file, an HTTP request packet is sent by STAs

throughout also increases, which implies that if we conside to initiate the transmission [21].

constant time interval then with increasing data rates we ca With the number of STAs increasing, the aggregate through-

pack more data packets in it. When, number of transmissiopigt of the AP does not change, as observed in the previous

of data frame increases, then number of transmissions seftion, and this throughput is equally shared by all the

aforementioned frames also increases. Since the trarismis$STAs. Thus, the AP can be modeled as a Processor Sharing

time of these frames does not change with data rate, so {R&) server and the think time can be modeled as the time

total transmission time increases , which lead to incremasespent at a./G//oco server. This is analogous to the Closed

the fraction of time an STA stays in transmission state witQueueing Network model in which there is a constant number

increasing data rate (Fids.]4b amd] 5b). of customers alternating between the Processor Sharingrser
Recalling, a data frame is associated with constant idle.tinffAP) and at a /G /oc server as shown in Fig] 7. Think time

As data rate increases, in a given time interval, number fconsidered to be exponentially distributed with mgaand

data packets transmitted also increases. So with incigesiia file size distribution is taken as exponentially distritzlitgith

rate the idle duration in the time interval increases, hehee meanL. So the service time of a single file being downloaded

fraction of time, an STA spends in idle state increases (@gs alone is exponentially distributed with mean= &, where©
and [54). is the aggregate throughput by STAs downloading large files,

Since the fraction of time an STA stays in idle and tran$s obtained in the previous section. For this scenario, we ar
mission state increases, so the fraction of time during whiéterested in obtaining out two metrics:
the STA stays in receive state (RxLs + RXD) decreases withe Average chargeK[Q;]) per file — It is defined as the,
increasing data rate. It could be obtained by adding theegalu  total charge drawn by all the STAs in a given interval
shown by Figs.[[4c and_#d for CAM and for PSM Fi@s] 5¢  divided by the total number of files downloaded by all
and [5dl. them in the same interval.

With the number of STAs increasing, the fraction of time an « Average sojourn timeK[S]) — It is defined as the, total
STA spends in trasmitting state decreases and transmirdurr  time taken by all the files downloaded in a given interval
is more than the idle and receive current (T@b. 1), so with divided by the total number of files downloaded in the
number of STAs increasing, the average current decreases the same interval. Here, the time taken to download a
(Fig. @8) and PSM (Fig_%e) and converges to idle current files is taken as the time difference between the instant
for large number of STAs. Since the throughput of a single the STA starts contending for the HTTP request packet
STA decreases as/N and the average current convergesto a  and the instant it receives the last packet of the file.
constant value, so the efficiency as defined above decresises a .

1/N. On comparing Fid_5f and Fi§.14f it is clear that for théR' Al STA_S in CAM _ _
long file transfer case, CAM has higher efficiency than PSM, If X () is the number of ongoing short files transfers at

it is because of the overhead of PS-POLL in case of PSM.!; then the number of STAs in the think state tawill be
N — X(t). X(¢t) is a CTMC, because service time and think

VI. SHORT FILES times are exponentially distributed. Fid. 8 shows the ftams
rate diagram ofX (¢).

Short file downloads andhink timesbetween downloads 1) Expected charge drawn by a STA per short file down-
is the typical behavior of a user browsing the Internet. Weaded E[Qy]) : Define J; , (derived in Sectiol V-A) as the
assume that all the files are part of a single TCP connecti@verage current drawn by STAs when they are downloading
which means that the TCP connection is established for tlemg files and letJ; , be the average current drawn by a
first file while for rest of the files, the same connection iSTA listening (not doing any activity) to the traffic of




N — i users in think state  2) Expected Sojourn Time E[SSimilarly, the expression
for expected sojourn time can be written as follows:
PS - Server@ P J

: chvzo ke,
; E[S] = (15)
@ @ S0 k(N — E)A

. . B. All STAs in PSM
i users downloading @ _ . _ o
In this scenario, STAs are in PSM, so when the user is in the
.JG /oo Server

think state, the STA goes to sleep state. When the user risques

Fig. 7: Closed queueing network model for short file dowrd file, the STA wakes up and sends a HTTP request packet
loads. The service of file downloads at the WLAN is modele@nd then again goes back to sleep. Since we are assuming the

by a processor sharing server; the bars behind the PS sefgiyver to be local to the LAN, so the packets from the server
represent the residual file sizes. in response to the request, arrives immediately at the AB. Th

information is sent to the STA in the next beacon frame. This
D e2h means that the STA starts getting service at the beginning of

ks N N ™ the next beacon interval. After this the STA is assumed to
0‘0 G ------- ﬁ) remain in awake state until the whole file is downloaded. The
> > p interaction between the TCP slow start and the PSM [7], can be

u H

weor ignored in our case. It is a reasonable approximation begaus

Fig. 8: Transition rate diagram of (¢) RTT between the AP and the TCP server is negligible in our

case, so the data packet arrive immediately in responseeto th

TCP ACK, due to this the STA does not got to sleep state.
STAs downloading long files (derived in Appendix] H). LefFurther, here we consider the file downloads in the presence
It x )=y be the indicator function indicating STAs active at of download type traffic to other STAs, this decreases the
any instant. LetQ,(¢) be the total charge drawn, angl(¢) be net throughput to a single STA. Hence, sojourn time of the
the number of downloads completed by STn time interval file increases, so the time spent in slow start becomes less

(0,¢). Our aim is to evaluate the average charge drawn by STdsminant.

per file, which is given by the following equation: Let X (¢) denote the number of STAs in the download state
N S Qi) at time ¢, and X, £ > 0 the value of X(¢) embedded at
FlQ/] = lim Zj:l Q;(t) — lim T — (12) the beacon instants. Since the file sizes and think times are
= s ZNﬂ nj(t) to Z;\;ln]‘(t) taken to be exponentially distributed, so the proc&ssis
= -t a DTMC. The transitions of the Markov chain are governed

Note that if the limit (atf — oo) in the numerator and by the number of files completing transfer and the number
the denominator exist then these are, respectively, tleeafat of users completing their think times in the beacon interval
consumption of charge in all the STAs, and the total rate 3 make the calculation of transition probabilities simple
transfer of short files (over all the STAs). Now, if there arassume that the users who complete their downloads starts
exactlyk STAs active and downloading throughout the intervdheir think times from the next beacon interval, so that the
(0,t) and N — k in think state during that duration. Then thenumber of users that complete their think times in a beacon
following expression gives the total charge drawn by all thiaterval do not depend on the number of users who complete

STAs in the time interval0, ¢) their transfers in the same beacon interval. This assumfsio
t justified since the beacon interval is generalj0 ms and
/ (kJk,a + (N — k) Jrp L x 0=k dt (13) the think time is generally of the order of seconds, hence
0

_ _ the probability of a user completing its think time withineon
On summing the above expression overkglive get the sum peacon interval is very small.

of all the charge drawn by all the STAs, in the time inteval 1) Transition probabilities of the Markov Chaintet N

to ¢. After summing the above expression and then substitutig the total number of STAs associated with the AP, and
it in the Eqn[1P, we get the following equation: b the duration of beacon interval. Since we assume that
%Zszo j;)t[kjk,a + (N = B) e p i x ) =ry dt the think times of STAs are exponentially distributed with

ElQy] = tlL%O S ) mean%, so the probability that user finishes his think time
=0 7 within interval of b is 1 — e~ *°. If there arei customers
N downloading files at the start of a beacon interval, then
kJia+ (N —k)J ) . o
= 2k=o W’“JL b R/ N — i users are in think state, then the probability that
> k=0 Tk(N = E)A users finish their think times within the beacon interval is

D p(N,i k) = (Y71 = e ) E (e )Nk, Let (i, m, b)
where,r;, is the stationary probability 0f STAs downloading be the probability thatn users complete their downloads out
files and N — k£ STAs in think state. of ¢ active users within the time interval éf This probability



depends on the mean file length; we have assumed the filed) Calculation of rate of arrivals:lim; ., % ij:o n;(t)

to be exponentially distributed with mean= é where®© is is given by following expression:

the throughput obtained in the previous section for thedarg

file download case. Let us denote; as the probability that N SN By [n(@)]
there will be j users downloading file ak;,, given that tlim Zznj(t) — Zsk=0 kb k
there werei users downloading files ak;. The transition Tt (20)
probability (p; ;) of X can be written as follows: N N=k 1 () (] L
7( ) D k=0 Uk |21 W'V K)
min(i,N—j =
) o b
Dij = - ZO . q(27m7b)Pa(N,l,]7j_Z+m) Here,
m=max(0,i—) o _ (16) ux is the stationary probability of the Markov chain for the
0<4,j<N,j=0 transition probabilities given in the Eqn.]16.
N CAbNj o — —j . (1, k) is the probability ofl arrivals in time intervab when
= 1—e™)i(eM)N=7  0<j<N N \ : il :
Po.j (j )( ey e =J= there arek customers in service and it is given by following
where,q(i,m, b) is given by the following equation: expression
wre m<i N -k
atim.b) = E'm_l ety 17) Pl k) = < z )(1 —e e N (21
- s=0 s -

2) Calculation of Sojourn TimeUsing Little’s Theorem, 5) Calculation of Stationary Probability:r; is calculated
following expression can be written for expected sojoumeti by using theory of MRGP

t
ngv—o kmy, o1
ElS] = — m, = lim - [ I oy dt
. t ~g= ZN U_E(j)[T] (22)
where,n;(t) is the number of downloads completed by the _ Zg=0 Uitk 4]
useryj in (0,t), m; is the stationary probability o (¢) The Z;V:o u;b

above expression only accounts for the time for which the(.

STA stays in active state. It does not accounts for the tinfe: ] iS the expected time spent in state between two

duration between the instant it sends the HTTP request diggeneration points and starting with number of customers i
the next beacon instant. The expected value of this durati§}¢ System equal 9. ot o e _
is 2. By the definition, this duration is also included in thd>€tailed derivation off5,” [T] is given in Appendi{ A
sojourn time. So the total sojourn time of the file is the sum. Simulation Results - Short Files
of the above expression (Edn.]18) agld

3) Calculation of average charge drawn per filén this
scenario, STAs download a file and then go in Think stat

During think time STAs stay in sleep state except when th ile size is taken to be exponentially distributed with mean

wake up to listen to the Beacon Frames. As the Beacon fra%‘?)KB, and the think is taken to be exponentially distributed

is sent by contention so STA has to be awake for a some : .
. ) . . ! with mean5Secs. The beacon interval is taken &80ms and
duration to be able to listen to it. Lets call this duration . . . . .
. . e time duration for which the STA come in CAM, to listen
Tr,. The mean number of times STAs come to active state

during think time is equal to the expected think time divide beacon frame is taken &ss. If STA does not receive the

by the beacon intervalg]g). Mean total duration for which . eacon in20ms after coming to CAM, '.t goes to_sleep state,
. . ) o 1 X it can happen because beacon frame is transmitted only once,
STAs stays in active state during think t|mefZ|’§b(m). Using

; : so it may get lost due to collision with other packets.
the Equation§ 12 E14, and taking the current drawn by theFiguresEIIIIa anfDa shows the comparison of sojourn time
STAs in think state ady;, following equation for the expected

¢ : obtained using analysis and simulation, for PSM and CAM.
charge drawn per file can be written: It can be seen that the delay incurred in downloading file for
_Zi\[:o[kjk + (N — k)Jg]mk CAM is slightly less than that in PSM. This is due to less
==, 1 Y ) throughput achieved in PSM than that in CAM. Figukes]10b
Tt eg=1T (19) and@b give the comparison of the simulation and the analytic
+ JraTrs (i) — Js [l _ (i)] values of the number of transactions that can be completed in
bu A bu given battery capacity. It is clear from Fig_10b and Figl 9b
where,J}, is the average current drawn by theSTAs, which that Static PSM is more efficient than CAM. The main reason
are downloading files. It is to be noted that we have nbehind this is that, the PSM STA goes to sleep state when it
modeled long files transfer in PSM scenario fo N < 5, is not downloading anything; this is not the case with CAM.
so to evauate/, to J5, we just extended the model of PSMFig.[@d¢ and Figl_IQc give the stationary probabilityrotation
for N > 5. receiving service.

Simulation results are obtained using ns-2.33 and the other
garameters are same as stated earlier in Se€fion V-C. To
enerate HTTP traffic in ns, we used PACKMIME [22]. The

ElQf]
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VII. CONCLUSION [4] S. Baek, B. D. Choi, “Performance analysis of power sawaenin ieee

In thi tributi is t fold. firstl 802.11 infrastructure wireless local area networdqurnal of Industrial
n IS paper our contribution Is two ftold, nrsty, we and Management Optimization (JIMOYol. 5, no. 3, pp. 481-492,

have modeled the energy consumption of TCP controlled file August, 2009.

transfers in CAM, which have been absent in the literatur®] P- Si. H. Ji, F. R. Yu, G. Yue, ‘leee 802.11 dcf psm model andovel
S dl e modeled TCP controlled file transfers in PSM downlink access scheme,” Mireless Communications and Networking
econaly, wi Conference, 2008. WCNC 2008. IEB#arch 31 2008-April 3 2008, pp.

and compared its performance with that of CAM. We have 1397-1401.

seen that our analytical results matches quite well with th] R- Zheng, J-t c C. Hogb ;’H '—-,S*I‘a' A “;'\j\‘/:roﬁcgpij S\};dy ‘,’\f/’lVPk:
. N . management In leee . wireless networks\t. J. re. 0oD.
of the simulation results, which shows the correctness of ou  comout vol. 1, no. 3/4, pp. 165-178, 2006.

analysis. We have also shown that the PSM performs bettgrR. Krashinsky, H. Balakrishnan, “Minimizing energy favireless web
than the CAM when the user remains inactive for some time access with bounded slowdownfiirel. Netw, vol. 11, no. 1-2, pp. 135-

: - : . : 148, 2005.
in between the activity. However, if there is no period ofy b Giao, Kang G. Shin, “Smart power-saving mode for iedi2.81

inactivity then the performance of the PSM starts to degrade wireless lans,” inNFOCOM 2005. 24th Annual Joint Conference of the
and performs worse than the CAM, as evident from the Iarge IEEE Computer and Communications Societies. ProceediBEE,12005,

] ] pp. 73— 1583 vol. 3.
file download case. In the future work, we will study th?g] M. Anand, E. B. Nightingale, J. Flinn, “Self-tuning wigss network

performance of PSM STA downloading short files, in the  power management,” itMobiCom '03: Proceedings of the 9th annual

presence of CAM STAs carrying similar traffic. Further, we i\f(“elznﬁi?nsls/?fgg&ncfogg Mobil%cirgguting and netwagki New
. . : . ork, NY, : , , Pp- —189.
will study Adaptive PSM which will have features of bot 10] H. Yong, R. Yuan, X. Ma, J. Li. C. Wang, “Scheduled psm for

CAM and PSM; it does not have the extra overhead of PS- minimizing energy in wireless lans,” itCNP 2007, 16-19 Oct. 2007,

POLL and also can go to sleep state if user is not active for pp. 154-163. _
[11] E. Tan, L. Guo, S. Chen, X. Zhang, “Psm-throttling: Mitizing energy

certain time. consumption for bulk data communications in wlans,”I@GNP 2007,
16-19 Oct. 2007, pp. 123-132.
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APPENDIXA
PSM SHORT - EXPECTED TIME SPENT IN STATEL

E,(j)[T] is the expected time spent in stdte between two renewal points and starting with number ofausts in the
system equal tg

Let total number of customers in service bat X; andu be any instant betweel; and X4
Definer(i, k,u) as the probability ot customer departing from the system till timeand thek'" customer departs at instamt

EY[T] can be written as follows,

0
b
EVT) = / piue " du + be) =k #0
0 . (23)
BO) = [ 1=kl [ (= wpe 0t 4 (b= e O] du > k>0
0 u
) b
E,S”[T]:/ r(j.d =k w)(b—u) du j>k k=0
0
Rearranging fourth case of equatiod 23 we get the followigation,
. b b b
BOI= [ [ = ke s [ - ka0 - et O for k=0 @9
0 Ju 0

Changing the order of double integration in equafich 24 wetlye following equation,

_ bt b
PO = [ [ G = ko= e dude [ = k(b= e 0
b

(25)
B (1) = / (r(Gsd = k) * ) (D)t + (r(j.j — k) % )(b) for j >k >0
0
Further fifth case of Eqii._23 can be written as follows,
EVT) = (r(j,j — k) »h)(b)du for j>k, k=0 (26)
Where,
g(t) = tue™H
h(t) =t
r(j,7 — k,u) can be expressed as follows,
r(Gd =k =[O () for >k 27
r(j,j —k,u)=e " for j=k
Taking the laplace of the Eqh. 27, we get the following edqmti
j—k
Rk = (S5) 0 for o

1
IE .77] k?‘s

+ s

for 7=k

Taking the laplace df 25, and substituting Eqgn 28 in it, we thetfollowing equation



. b
B = [ (G = k)5 )0t + (GG =) x9)®) for > k>0

i 1
LIED[T)] = R(j,j — k, $)G(s)~ + R(j.j — k.8)G(s) for j>k>0
() o () w2
= S
[t s (s+m?s  \p+s (s +p)? (29)
1 J=k+2 4 1 j—k+2
_ Iul(jkarl) ( ) 1 +M(j—k+1) ( )
w+s s w+s

—k42

. -1 1
— ,,(G—k+1)
—H [ ; =R (1 + s)! + spi—k+2

k1) 1 j—k+2
+ J—k+1 -
0 e

Taking the inverse of Eqi_29, we get the following equation,

j—k+2

. ) 1l nt 1 ] ti—k+1g—pt
E(?) T = (j—k+1) i : (J—k+1) - 30
I =p ; 3] — 1) + (k2 Th G—Fk+1) (30)
Taking the laplace of Eqf_26, and substituting Egh 28 in &, get the following equation
EDT) = (r(j,j — k) *h)(b)du for j>k, k=0
LIET]]
=R(j,j—k,s)H(s) for j>k, k=0
Ca VT (31)
\p+s 52
I E g B j—k 1
H ; R4 g skl T g2k
Taking the inverse of Eqi_B1, we get the following equation,
Jj—k tpl—1 ;
G (7] = ik G —k+1-De ™t G—k)
Ey [; (= Dl k2=l ikl + ik (32)
Equation 2B can be written as follows
EVT] =05 <k
EDT) =bj=k=
_ b
E,ij)[T] / pue Mdu 4 ble M) =k #0
J—k+2 1—1,—pb
- . —1t'" e 1
D = ,G-k+1) } .
w1 =n ; LRI —1)] t ok (33)
) ti—k+1lo—pb
+ (‘]_k-’_l),i > k > 0
: G—k+Dl
Jj—k —ubpl—1 .
@ ik e b U=k b
Ek [T] = W l; (l IR 1)!Mj_k+2_l Mj_k+1 + uj—k



APPENDIX B
MEAN CYCLE LENGTH- PSM LONG (N¢5)

Let the attempt probability for of a node when there aneodes saturated, obtained by fixed point analysisi,hd-ollowing
recursive equation can be written fak ; = E; ;[T}],

E;;

PG5 + Ea ) + PGP [Tur] + P Tur + PGsDp, [Top) + PP [Tur + B p)
+ P [Tep + Bl + Pop? plTep—r + B )
+ PC(;JR[TCT—R + Egi ] + P(T )P[TcT P+ Eqj )+ PC(;J*)P*R[TCT_P_R B

PUD 1)+ PG Tor + PYcrc Tur n PG Tp + PO T PETop + PG Tep_p + PSY i T g

|~ pd) _ plid) |~ pld) _ pld) | — pld) _ pld)

n PeD Tor_p+ PeD s pTur_p_r

1— Pc( i,5) _ Pi(dd)

le

(34)

Notations used in the above equation are defined below aryduthes the 802.11 parameters defined in the Table |

Ts R
Ts T
Ts P

TCT

T.p—r
TchR
Tep_T

Tep_T

T.p—T-R

It is the time required for transmitting one TCP data packetf AP =Tprps +

Tpara + 3Tsirs + Tack
It is the time required for transmitting one TCP ACK packel'’s;ps + Track +

Tsirs + Tack
It is the time required for transmitting PS-POLL packet’srrs + Tpspr + Tsirs

+ Tack
It is the time spent in collision, when collision inviolveslg TCP ACK packets =

Track + Terrs
It is the time spent in collision, when collision inviolveslg PS POLL packets

Tpspr + Tgirs
It is the time spent in collision, when collision inviolvesilg PS POLL packets =

maz(Tpspr, Trrs) + Trirs
It is the time spent in collision, when collision inviolve<CP ACK and RTS =

maz(Track, Trrs) + Trirs
It is the time spent in collision, when collision inviolve SAPOLL and TCP ACK

=max(Track,Tpsprr) + Teirs
It is the time spent in collision, when collision invlolve SAFPOLL and TCP ACK

= max(Track, Tpspr) + Terrs

It is the time spent in collision, when collision inviolveSHPOLL, TCP ACK, and
RTS =maz(Track,Tpspr, Trrs) + Terrs

Let's define the following:

r=i+j+1 for (i,5) # (N,0)
r=i+j for (i,j) = (N,0)

(35)



Pl It is the probability of a slot being idle €1 — 3,)"

PS(};J) It is the probability AP wins the contention
_ ﬂT(l - BT)T_I (Za.]) 7£ (Na O)
0 (4,7) = (N,0)
Py It is the probability STA with TCP ACK at HOL wins the conteoti = j3,(1 —
BT)(T—I)
Py Itis the probability STA with PS-POLL at HOL wins the contimt =i, (1—3,)"
Pc(}"” It is the probability that there is a collision between PStR@ackets =P5(r,i)(1—
/BT)T‘—i
Pc(;j) It is the probability that there is a collision between TCPKAGackets =P, (r, j)(1—
Br)
PC(F}’”P Itis the probability that there is a collision between PStRP@nd TCP ACK packets
- = Py(r, )Py (r, j)(1 — B,)r=i=9)
Pc(r}’]_)R It is the probability that there is a collision between TCPKA@nd RTS packets
_ =8OR )8 (i) # (N,0)
0 (é,7) = (N, 0)
Pc(};”R It is the probability that there is a collision between PSEP@nd RTSpackets
_ (l_ﬂT)(j)Pl(rai)BT (’Lv]) 7£ (N,O)
0 (i,7) = (N,0)
PC(}';{)TfR It is the probability that there is a collision between PSEPOTACK and RTS
packets
- Pl(ruj)Pl(rui)ﬁT (7/7])75(1\[70)
0 (i,5) = (I, 0)
pLa) It is the probability that there is a collision E— (1 — 3,)" — rB.(1 — 8,)" "}

APPENDIXC
MEAN FRACTIONS IN DIFFERENT STATES

Let Ei,j [S%,VT] = Ei,j |: g:—l SWT (u)du} .

',j[Slw | = P37 [Ty, + Eij[Sh ] + PSR Tarrsw,) + Piic Trackw, + P [Tupw,]

s s l
Z PEDITR . + B[Sy, 1] + Z PO TS g, + Ei g[S, ]]
=1

i i, (1 (36)
"’ZP J) cPWK+E7J Sty ] ZPC(PJRI CP) RW;C+EZ'L7'[S€/VT]]

i, l,m i, Lm
+ZZPC(TJP(lm) TC(T I)DWk+Ex7 SW +ZZPC(TJP R, lm)[Tc(T I)—" RWk+E7J[SW]]

=1 m=1 =1 m=1



i i,J l
Pz(di;) Tw,] +P( ’7)[ Tsr,w,] Ps(TJ)TsTaWk + P( J)[TsP wi] + Z ,)[Tc(T)Wk]

Ei ;[St,] = - - - -
R Al SRR
7, l i 7, l
Pc(Tj)R l[Tc(szR,Wk] + 210 Pc(le) [TC(P) WK]
R
[ 1,7 i, I,m 7, I,m
T P T RW,J+ZZ DRI NN S PV RPB I PET”p Rt TS b )
e R

(37)

Notations used in the above equation are defined below and soenalready being defined in Appenflix B and they uses the
802.11 parameters defined in the Table |

Trd,1d =Trq,w, ,It is the total time spent by all the nodes in idle state whesystem slot
is idle No
Tra,72 =Trqw, =0
Tra,ns =Trqw, =0
T14,ReD =Traw, =0
Tsr1d It is the total time spent by all the nodes in idle when AP wihs tontention =
N@B3Tsirs +Tpirs)
TsRrTx It is the total time spent by all the nodes in Tx state when ARsvthe contention
=Tack +Tcrs
Tsr,Ls It is the total time spent by all the nodes in Ls state when ARswhe contention
=(N—-1)Tpara
TsRr,RaD It is the total time spent by all the nodes in RxD state when Aswthe contention
= (N —1)[Tack +Tcrs| + NTrrs + Tpara
Tsp,1d It is the total time spent by all the nodes in idle state wheA ®ins the contention
and it transmits PS-POLLA (Ts;rs + Torrs)
TspTs It is the total time spent by all the nodes in Tx state when STAswthe contention
and it transmits PS-POLL Fpspr,
Tsp,Ls It is the total time spent by all the nodes in Ls state when STswhe contention
and it transmits PS-POLL(G=
Tsp,ReD It is the total time spent by all the nodes in RxD state when $/l#s the contention
and it transmits PS-POLL £N — 1)Tpspr, + NTack
Tor 14 It is the total time spent by all the nodes in idle state wheA ®ins the contention
and it transmits TCP ACK N (Ts;rs + Toirs)
Tor T2 It is the total time spent by all the nodes in Tx state when STAswthe contention
and it transmits TCP ACK Track
Tsr.Ls It is the total time spent by all the nodes in Ls state when STAswhe contention
and it transmits TCP ACK %
Tor, RaD It is the total time spent by all the nodes in RxD state when @ilis the contention
and it transmits TCP ACK N — 1)Track + NTack
TC(ZT) 1d Itis the total time spent by all the nodes in idle state whenmetis collision invioving
’ ! STAs transmitting TCP ACK =NTxrs
TC(lT) Tu It is the total time spent by all the nodes in Tx state wheneh&collision invioving
’ ! STAs transmitting TCP ACK 3T ac
TC(lT) Ls It is the total time spent by all the nodes in Ls state whenetiecollision invioving
7 ! STAs transmitting TCP ACK =)
TC(lT)‘RmD It is the total time spent by all the nodes in RxD state whermethie collision
' invloving I STAs transmitting TCP ACK XN — \)Track + NTack
Tc(QJd It is the total time spent by all the nodes in idle state whemélis collision invioving
[ STAs transmitting PS-POLL NTg rs
TC(QTI It is the total time spent by all the nodes in Tx state wheneti@collision invioving
[ STAs transmitting PS-POLL #'pspy,
TC(QLS It is the total time spent by all the nodes in Ls state whengti@collision invioving

[ STAs transmitting PS-POLL §



T.P e

Tc(ész,Id
T nre
T s

@)
TchR,RmD

U]
TcP—R,Id

1)
Tc(PfR.,Tz

1)
Tc(PfR.,Ls

)
TcP—R,RmD

(l’m)
TcP—T,Id

l,m
Tc(Pf%,Tz

l,m
Tc(Pf%,Ls

(I,m)
TcP—T,RwD

(l’m)
TcP—T—R,Id

(l’m)
TcP—T—R,Tm

(l’m)
TcPfoR.,Ls

I,m
TcPfoR.,RzD

It is the total time spent by all the nodes in RxD state whemnrehe collision
invloving I STAs transmitting PS-POLL £N — \)Tpspr, + NTack

It is the total time spent by all the nodes in idle state whemeths collision invloving
[ STAs transmitting TCP ACK and AP transmitting RTSM¥I g1rs

It is the total time spent by all the nodes in Tx state wheneligcollision invioving
I STAs transmitting TCP ACK and AP transmitting RTSS & rack)

It is the total time spent by all the nodes in Ls state whenetiecollision invioving
[ STAs transmitting TCP ACK and AP transmitting RTS0=

It is the total time spent by all the nodes in RxD state whemethig collision in-
vloving I STAs transmitting TCP ACK and AP transmitting RT8Fnaz (0, Trrs —
Track)+ (N —l)max(Trrs, Track)

It is the total time spent by all the nodes in idle state whemeths collision invloving
[ STAs transmitting PS-POLL and AP transmitting RT8H g rs

It is the total time spent by all the nodes in Tx state whendligcollision invioving
I STAs transmitting PS-POLL and AP transmitting RT8Zprspr.)

It is the total time spent by all the nodes in Ls state whenetiecollision invloving
[ STAs transmitting PS-POLL and AP transmitting RT8=

It is the total time spent by all the nodes in RxD state whemethig collision in-
vloving ! STAs transmitting PS-POLL and AP transmitting RT$(maz (0, Trrs —
Tpspr) + (N —l)max(Trrs, TpsprL)

It is the total time spent by all the nodes in idle state whemehs collision invloving
[ STAs transmitting PS-POLL andh STAs transmitting TCP ACK =N (Tpirs +
TrIFs)

It is the total time spent by all the nodes in Tx state whendligcollision invioving
[ STAs transmitting PS-POLL angh STAs transmitting TCP ACK FTpspr, +
mTrack

It is the total time spent by all the nodes in Ls state whenetiecollision invloving
[ STAs transmitting PS-POLL anah STAs transmitting TCP ACK)

It is the total time spent by all the nodes in RxD state wherrethis col-
lision invlioving [ STAs transmitting PS-POLL and:. STAs transmitting TCP
ACK = l[max(O,TTACK — TPSPL] + m[max(O,TpgpL — TTACK] + (N - —
m)max(Tpspr, Track))

It is the total time spent by all the nodes in idle state whemehs collision invloving

[ STAs transmitting PS-POLLy STAs transmitting TCP ACK and AP transmitting
RTS =N(Tprrs + Tr1rs)

It is the total time spent by all the nodes in Tx state whengligcollision invioving

[ STAs transmitting PS-POLLy STAs transmitting TCP ACK and AP transmitting
RTS =lTpspr + mTrack

It is the total time spent by all the nodes in Ls state whenettiecollision invioving

[ STAs transmitting PS-POLLy STAs transmitting TCP ACK and AP transmitting
RTS =0

It is the total time spent by all the nodes in RxD state whenrethes
collision invloving [ STAs transmitting PS-POLLyn STAs transmitting TCP
ACK and AP transmitting RTS =l[max(0, max(Track, Trrs) —
Tpspr] + m[max(0,max(Tpspr, Trrs) — Trackx] + (N — | -
m)[maz(Tpspr, Track, Trrs)]



pla) It is the probability that there is a collision betweleRiCP ACK packets ;3% (1—

ACK,l
ﬂr)(rfl)
PC(;QPL,Z It is the probability that there is a collision betweleRS-POLL packets =C;3(1—
BT)(rfl)
PC(};{)RJ It is the probability that there is a collision betweeRS-POLL packets and RTS =

TS = B)IY for (i, ) # (N, 0)

=0 for (i,7) = (N,0)
Pc(;i)m It is the probability that there is a collision betweeMCP ACK packets and RTS
=B (1 = 3,11
It is the probability that there is a collision betweeRS-POLL,m TCP ACK and
RTS=1C/iC,, BT (1 = B,)r=1=m=1) for (i, j) # (N,0)
=0 for (i,7) = (N,0)

(4,4)
PCTJP R,(l,m)

APPENDIXD
MEAN CYCLE LENGTH- PSM LONG (N=1)

E[T] is the expected time between two renewal instants, and enddy the following equation,

ET)=P,q(d + E[T)) + Psr(Tsr + E[Tpspr]) + PsrTsr + Per—r(Ter—r + E[T])
_ Pd + PspTsgp + Per—grTer—R PorTsr (38)
B 1_Pidle_Pc 1_Pidle_Pc

ETpspr] = B2Tsp + (1 — B2)(0 + E[TpspL])

1- 39
E[Tpspr] =Tsp +9 i (39)
B2
Notations used in the above equation are defined previon$B and below and uses they 802.11 parameters defined in the
Table[].
Py It is the probability of a slot being idle 1 — ;)2
P.or_g It is probability that there there is collision between TCEBKA and RTS=32
Psr It is the probability of AP winning the contention £»(1 — 32)
P,y It is the probability of STA winning the contentionsz(1 — ()

APPENDIXE
MEAN CYCLE LENGTH- LONG TCPCAM

Expression forE[T] can be written as follows,

min(k,N)
Ei[T] = Pigie,x(0 + Ex[T]) + Z PC(;),Tyk(maw(TRTs, Track)+ Terrs + Ex[T])
s=1
min(k,N) (40)

+ Z PCT w(Track + Terrs + Ex[T]) + Psrx(Tsirs + Tprrs + Track +Tack)

+ PsR,k(3TSIFs +Tprrs + Tpara +Tack)

Pigie 16 + me(k ) Pc(f%) rx(maz(Trrs, Track) + Terrs)
1— Piey — Pep
Z;m;(k ) P(T)k(TTACK +Tgrrs) + Pt (Tsirs + Tpirs + Track + Tack) N (41)
1= Pater — Pe i
Pirk(3Tsirs + Tprrs + Tpara + Tack)
_l’_
1= Pigier — Pe

Ey[T] =

+




Piaie,k It is the probability of slot being idle
Pip_7, Itis the probability of collsion ofs TCP ACK and RTS

Py It is the probability of collsion ofs TCP ACK only
Py It is the probability of collision

Psr.k It is the probability of success of AP

Psr i, It is the probability of success of STA

All the above probabilities can be expressed as following,

(1 —Bry)ftt foro<k <N ;
Paer =1¢ (1—Bni1)NTt for N<E<NW —1; (42)
(1—Bn)N fork=NW .

for k = 0;
]:) (Br+1) S+1 1—ﬂk+1)k s forl<k< N ;
M (Bn41) (1 = Bys1)V 7 for N< k< NW —1;

0
Pc(ls%)fT,k = E
0 fork=NW .

for0<k<1;
MY (Brg1)* (1 = Brgr )it for2<k< N ;
Y(Bn41)*(1 = Byg)V 5t for N< k< NW —1;
Y(Bn)*(1 = Bn)N = fork=NW .

0
.
(

N
s

N
s

= [(k +1)Br1(1 = Br41)*) + (1 = Bry1) 1] forO0<k <N;
Per = 1_[(N‘f'l)ﬁN-i—l(l—BN+1)N+(1—BN+1)N+1] for N<kE<NW-1; (43)
1= [(N)BN(1 = BN+ (1 = Bn)V] for k= NW .

Brr1(1 — Brsr)F for0<k< N ;
Pipr =1 Bnt1(1—Bny1)V for N<E<NW —1; (44)
0 fork=NW .

kﬂkJrl(l — ﬁk+1)k for0<k<N ;
P =4 NBny1(1—Bns1)Y for N<E<SNW -1 (45)
NBn(1—Bn)N ! for k=NW .

APPENDIXF
FRACTION OFTIMES - LONG TCPCAM
Let B, [ G SW,] = B[Sk, ).
Expressmn fOI’Ek [Siy, ] can be written as follows,
min(k,N)
Ei[Sty,] = Piate k (Bi[Sly, ) + Traw,) + > P (BelSh, ] + Tearw,)

s=1
min(k,N)

+ Z PC(T)k Ev[Sw, ]+ Testraw,) + Pspi(Tsapw,) + PsrpTssTa,w,

Pate xTra,w, + me(k N) PC(R)chR W, + me(k ) c(;)k( Terw,) + Psp i T> SR, W,
1= Pgier — Pk (46)

Ey[Sw,] =

Pr i Tor,w,
1= Pater — Pe i

+

Notations used in the above equation are defined below anérgig [B. They uses the 802.11 parameters defined in the
Tableld



Trd,1a
Tra, 7«
Tra,rs
Trd,RxD
Tsr,1d
TsR,Tz
TsR,Ls
TsR,RaD

Tst 14

TsT,Tm

Tor s
Tsr,RaD
T4
T re

1)
TC(T,LS

1)
TC(T, RaD

(1)
TcR—T,Id

1)
Tc(RfT,Tm

1)
Tc(RfT,Ls

O]
TcR—T,R;ED

TABLE II: Transmission Times

Transmission Times of Various Frames
TCP-ACK | Track | Tp + Tpay + ZMACTLIPHILTACK

d
MAC ACK | Tack | Tp + Tpry + 2ACK

c

PS-POLL TpsprL Tp + Tpgy + LPC%

TCP DATA TpaT A Tp + Tpuy +
LyactLipa +CLTCPH+LDATA
d

=Tra,w, .t is the total time spent by all the nodes in idle state whesystem slot
is idle No

=Traw, =0

=Traw, =0

=Traqw, =0

It is the total time spent by all the nodes in idle when AP wihs tontention =
N3Tsirs +Tpirs)

It is the total time spent by all the nodes in Tx state when ARsvthe contention
=Tack +Tcrs

It is the total time spent by all the nodes in Ls state when ARswhe contention
= (N —-1)Tpara

It is the total time spent by all the nodes in RxD state when Aswthe contention
= (N = 1)[Tack +Tcrs| + NTrrs + Tpara

It is the total time spent by all the nodes in idle state wheA ®ins the contention
and it transmits TCP ACK N (Ts;rs + Tprrs)

It is the total time spent by all the nodes in Tx state when STAswthe contention
and it transmits TCP ACK T rack

It is the total time spent by all the nodes in Ls state when STAswhe contention
and it transmits TCP ACK 9

It is the total time spent by all the nodes in RxD state when @ilis the contention
and it transmits TCP ACK %N — )Track + NTack

It is the total time spent by all the nodes in idle state whemeths collision invloving
[ STAs transmitting TCP ACK NTgrFrs

It is the total time spent by all the nodes in Tx state whengligcollision invioving
[ STAs transmitting TCP ACK FTrack

It is the total time spent by all the nodes in Ls state whenetiecollision invloving
[ STAs transmitting TCP ACK =

It is the total time spent by all the nodes in RxD state wherrethie collision
invloving I STAs transmitting TCP ACK XN — \)Track + NTack

It is the total time spent by all the nodes in idle state whemehs collision invloving
[ STAs transmitting TCP ACK and AP transmitting RTSM¥T g1rs

It is the total time spent by all the nodes in Tx state whendligcollision invioving
I STAs transmitting TCP ACK and AP transmitting RTSS & rack)

It is the total time spent by all the nodes in Ls state whenetlierollision invloving
[ STAs transmitting TCP ACK and AP transmitting RTS0=

It is the total time spent by all the nodes in RxD state whemethig collision in-
vloving ! STAs transmitting TCP ACK and AP transmitting RT8#axz (0, Trrs —
Track)+ (N —l)max(Trrs, Track)



TABLE Ill: For N = 1

©1 (Mbps) J1 (mA)
2 55 | 11 2 5.5 11
Analysis | 1.28 | 2.33 | 3.04 | 187.86 | 197.37 | 203.78
Simulation | 1.22 | 2.11 | 2.66 | 182.75 | 185.15 | 186.45

APPENDIX G
AVERAGE CURRENT FOR1 STAIN PSM

A. N =1 - Aggregate download throughput

After the Slow Start phase is over and the TCP window has gtovits maximum value, there will always be some packets
at the AP and STA, with high probability. Due to this, the ARIwiways set the More bit in every outgoing packet; so STA
will never go to sleep.

When an STA receives a packet with the More bit set, it has mol 8ePS-POLL and a TCP ACK. PS-POLL, being MAC
level packet, will be enqueued at the HOL position of the Ni@u@e, while the TCP ACK is enqueued at the end of the
gueue. Since after the transmission of packet the AP queemjiy, so transmission of PS-POLL occurs without contentio
However, TCP ACKs and data packets contend for transmission

Consider the procesX¥ (¢) denoting the number of TCP ACKs with the STA. The number ohdackets with the AP is
W — X (t). Denote the end of the” success instants &;,. Let X;, be the number of TCP ACKs with the STA @t,. Let
Ty, = Gr+1 — Gy. Let the number of successful attempts by AP ¢&) in time interval (0,¢). The number of successful
attempts by the AP is 0 or 1 in betweéh, and G, with probability 0.5. Then, using the Renewal Reward Theorem, the
following can be written, H) 05

. t .
O1= 10 == = *7)
where, the detailed expression fBfT] is given in AppendiD.

Since in this case, there are only three possible stateshverelV; = Idle State,IW; = Tranmission Staté), = Receive
And Decode State.

Jav,p = JReDPR2D + JT2 P12 + J1aPra (48)
E[W,]
Py = 49
1 —
E[Id] = Pig(6 + E[Id]) + Per—v(Trrrs + E[Id])) + Pstx(Tsirs + Toirs) + Psrx(4Ts1rs +2Tprrs + 6 ﬁfQ)
I = Py + Pop_1TEIFS N Por(Tsirs +Tprrs) + Psr(4Ts1rs +2Tprrs + 51;552)
o 1_Pid_Pc 1_Pid_Pc
(50)
E[RzD]
= PiyE[RxD] + P.p_r[maz(0,Trrs — Track) + E[RxD]| + PsrTack + Psr(Trrs + Tpara + Tack)
E[RxD] (51)
_ P.r—rmaz(0,Trrs — Track) n PyrTack + Psr(Trrs + Tpara + Tack)
1_Pid_Pc 1_Pid_Pc
E[Tz] =Pi4(0 4+ E[Tx]) + P.(Track + E[Tx]) + PsrTrack + Pser(Ters + Tack +Trspr)
P.T: PrT P,r (T T T 52
By = Lelrack + PsrTrack n r(Tcrs +Tack + Tpspr) (52)

1—-Py—PF. 1—-Py—PF.
Notations used in the above equation are in Appenidix C[and@Hey uses the 802.11 parameters defined in the Table I.
Results for the single STA in PSM downloading a large file oMeP is shown in Tall_Tll. There is a slight mismatch between



the analysis and the simulation values. As discussed e&Ti& goes to sleep state when there are no packets at the Aéh Wh
a single STA is downloading file then, then the partial TCPdein remains at STA in the form of TCP ACKs and remaining
at the AP in the form of data packets. If at any instant whold®TWndow comes in the form of TCP ACKs at the STA, it
goes to sleep state, since the last packet it received mustMare bit unset. STA remains in sleep state till the arrofathe
next beacon frame, this results in lesser throughput aneicuvalues than the analytical values.

APPENDIXH
PAssIVE CURRENT

Since in this case STAs are only listening to the transmissim transmitting, so there are only three possible statk&h
are W, = ldle State, W5 = Listen StateJV, = Receive And Decode State.

Javyp = JReDPrReD + JLsPrLs + J1aP1a (53)
min(N,k)
_ Zak=0 Tk B [Wy]
(I)WT - min(N,k) (54)

k=0 i B[ X]

A. Calculation of expectations for passive node

EylId] = Pigie.x (6 + Ex[Id)) + Pox(Teirs + Ex[Id]) + Psr e (Tsirs + Toirs) + Psrk(3Tsirs + Toirs)
_ Paerd + PexTerrs — Psti(Tsirs + Tprrs) + Psrk(3Ts1rs +Tprrs) (55)
Ey[1d] — +
1= Pigies — Pe 1 — Pigier — Pe

FEy [RCL‘D] = Pigie . By [RCL‘D] + PcR—T,k[maw(TRTS, TTACK) + Ey [RCL‘D]] + PcT,k(TTACK + Ej [R,TD])
+ Pork(Track +Tack) + Psrk(Trrs + Tors + Tack)
Fr[RaD| = P.p—rxmaz(Trrs, Track) + PerxTrack
1 — Pigier — Pe
Porx(Track +Tack)  Psri(Trrs +Tors + Tack)
1 — Pigier — Pe 1= Pigier — Pe

(56)

+

Ex[Ls] =Pigie, (0 + Ex[Ls]) + P. k(0 4+ Ex[Ls]) + Psrx(Tpara)

PirpTpara (57)
FEi|Ls| = :
elLs] 1= Paier — Pk

Notations used in the above equation are in Appenidlx E[@nthEy uses the 802.11 parameters defined in the Table |
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