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Abstract—Wireless home networks are increasingly deployed
in people's homes worldwide. Unfortunately, home networks have
evolved using protocols designed for backbone and enterprise
networks, which are quite different in scale and character to
home networks. We believe this evolution is at the heart of
widely observed problems experienced by users managing and
using their home networks. In this paper we investigate redesign
of the home router to exploit the distinct social and physical
characteristics of the home.

We extract two key requirements from a range of ethnographic
studies: users desire greaterunderstanding of and control over
their networks' behaviour. We present our design for a home
router that focuses on monitoring and controlling network traf�c
�ows, and so provides a platform for building user interfaces that
satisfy these two user requirements. We describe and evaluate our
prototype which uses NOX and OpenFlow to provide per-�ow
control, and a custom DHCP implementation to enable traf�c
isolation and accurate measurement from the IP layer. It also
provides �ner-grained per-�ow control through interception of
wireless association and DNS resolution. We evaluate the impact
of these modi�cations, and thus the applicability of �ow-based
network management in the home.

I. INTRODUCTION

Consumer broadband Internet access is a critical component
of the digital revolution in domestic settings: for example,
Finland has made broadband access a legal right for all its
citizens.1 A growing number of services are now provided
over the Internet, including government, entertainment, com-
munications, retail and health. The growth of IP enabled
devices over the last decade also means many households
are now exploring the use of in-home wired and wireless
networking, not only to allow multiple computers to share
an Internet connection but also to enable local media sharing,
gaming, and other applications. Despite the growth in Internet
use and the explosion of interest in home networking, the
opacity of networking technologies means that they remain
extraordinarily difficult for people to install, manage, and use
in their homes.

In this paper we explore issues surrounding home net-
works: highly heterogeneous edge networks, typically Internet-
connected via a single broadband link, where non-expert
network operators provide a wide range of services to a small
set of users. While we focus on home networks in this paper,

1http://www.bbc.co.uk/news/10461048

we note that many environments, e.g., small offices, coffee
shops, hotels, exhibit similar characteristics and thus may
benefit from similar approaches. Specifically, we discuss the
technical design and prototype evaluation of our home router,
having first derived two key requirements through empirical
ethnographic study of several home networks in use. A user-
focused evaluation of our prototype is on-going, and will be
reported in future papers.

In this paper we present three distinct contributions:

� We elaborate on the nature of the problems and opportu-
nities inherent to home networks (§II);

�



A. Home Networks: Evolution?

Home networks use the same protocols, architectures, and
tools developed for the Internet since the 1970s. Inherent
to the Internet’s ‘end-to-end’ architecture is the notion that
the core is simple and stable, providing only a semantically
neutral transport service. Its core protocols were designed
for a certain context of use (assuming relatively trustworthy
endpoints), made assumptions about users (skilled network
and systems administrators both using connected hosts and
running the network core), and tried to accomplish a set of
goals (e.g., scalability to millions of nodes) that simply do
not apply in a home network.

In fact, the home network is quite different in nature to
both core and enterprise networks. Existing studies [1], [6],
[10] suggest domestic networks tend to be relatively small in
size with between 5 and 20 devices connected at a time. The
infrastructure is predominately cooperatively self-managed by
residents who are seldom expert in networking technology
and, as this is not a professional activity, rarely motivated
to become expert. A wide range of devices connect to the
home network, including desktop PCs, games consoles, and a
variety of mobile devices ranging from smartphones to digital
cameras. Not only do these devices vary in capability, they are
often owned and controlled by different household members.

To illustrate the situation we are addressing, consider the
following two example scenarios, drawn from situations that
emerged from our fieldwork to date, reported in more detail
elsewhere [11]:

Negotiating acceptable use. William and Mary have a
spare room which they let to a lodger, Roberto. They are not
heavy network users and so, although they have a wireless
network installed, they pay only for the lowest tier of service
and they allow Roberto to make use of it. The lowest tier of
service comes under an acceptable use policy that applies a
monthly bandwidth cap. Since Roberto arrived from Chile they
have exceeded their monthly cap on several occasions, caus-
ing them some inconvenience. They presume it is Roberto’s
network use causing this, but are unsure and do not want to
cause offence by accusing him without evidence.

Welcome visitors, unwelcome laptops. Steve visits his
friends Mike and Elisabeth for the weekend and brings his
laptop and smartphone. Mike has installed several wireless ac-
cess points throughout his home and has secured the network
using MAC address filtering in addition to WPA2. To access
the network, Steve must not only enter the WPA2 passphrase,
but must also obtain the MAC addresses of his devices for
Mike to enter on each wireless access point. Steve apologises
for the trouble this would cause and, rather than be a problem
to his hosts, suggests he reads his email at a local cafe.

In such ways, simple domestic activities have deep impli-
cations for infrastructures that generate prohibitive technical
overheads. In the first scenario, the problem is simply that the
network’s behaviour is opaque and difficult for normal users
to inspect; in the second, the problems arise from the need
to control access to the network and the technology details

exposed by current mechanisms for doing so.
Home networks enable provision of a wide range of ser-

vices, e.g., file stores, printers, shared Internet access, music
distribution. The broad range of supported activities, often
blending work and leisure, make network use very fluid. In
turn, this makes it very hard to express explicitly a priori
policies governing access control or resource management [1].
Indeed, fluidity of use is such that access control and policy
may not even be consistent, as network management is con-
tingent on the household’s immediate needs and routines.

B. Home Networks: Revolution!

Simply creating a user interface layer for the existing net-
work infrastructure will only reify existing problems. Rather,
we need to investigate creation of new network architectures
reflecting the socio-technical nature of the home by taking
into account both human and technical considerations. For
example, we may need to explore architectures that sacrifice
scalability in favour of installability, evolvability, and main-
tainability.



Fig. 1. Our home router architecture. Open vSwitch (ovs*) and NOX manage
the wireless interface. Three NOX modules provide a web services control
API, a DHCP server with custom address allocation and lease management,
and a DNS interceptor, all logging to the Homework Database (hwdb) (§IV).

Note that a key aspect of our approach is to avoid requiring
installation of additional software on client devices: doing so
is infeasible in a home context where so many different types
of device, with such a high degree of variability in capabilities,
remain in use over extended periods of time.

A. OpenFlow, Open vSwitch & NOX

OpenFlow is a switching standard [14] providing an open
protocol for distributed control of the forwarding tables con-
tained within Ethernet switches in a network. An OpenFlow
switch has three parts: a datapath, a secure channel connecting
the datapath to a controller, and the OpenFlow protocol used
by the controller to talk to the switch.

Each datapath applies actions to flows detected on a physical
interface, where flow is defined as a tuple of the primary
packet header fields plus the physical port on which the flow
is visible. Flow definition allows wildcarding of fields and
specifically permits netmasks for IP addresses. Each flow can
have a number of primitive actions applied; actions defined
in the protocol permit full control over forwarding as well as
modification of all fields of the flow tuple. The net effect is that
applications can manage and control traffic according to their
own definition of a network flow. Flow entries are installed by
the controller when the switch notifies the controller of arrival
of a packet from a new flow.

We provide OpenFlow support using Open vSwitch,4

OpenFlow-enabled switching software that replaces the in-

4http://openvswitch.org/



Fig. 2. The Guest Board control panel, showing an HTC device requesting
connectivity.

applications may register interest in future behaviour patterns,
triggering notification when such a pattern is detected by
the database. The work described in this paper makes use
of three tables: Flows, accounting traffic to each 5-tuple
flow; Links, monitoring link-layer performance; and Leases,
recording mappings assigned via DHCP.

C. The Guest Board

As an example of the kind of user interface we support,
consider the second example scenario, of visitors with lap-
tops (§II-A). The requirement elicited there was a need to
enable easy admission of new devices to the home network.
Our Guest Board interface depicted in Figure 2 exploits
people’s everyday understanding of control panels in their
homes, e.g., heating or alarm panels, to provide users with
a central point of awareness and control for the network.
It runs on a dedicated touch screen in the home and we
exploit this physical arrangement to provide a focal point for
inhabitants to view current network status and to manage the
network. It provides a real time display of the current status
of the network, showing devices in different zones based on
the state of their connectivity. The display dynamically maps
key network characteristics of devices to features of their
corresponding labels. Mappings in the current display are:

• Wireless signal strength is mapped to device label trans-
parency.

• Device bandwidth use is proportional to its label size.
• Link-layer retransmissions show as red highlights on the

device’s label.
Devices in range appear on the screen in real-time, initially

in the leftmost panel indicating they are within range of
the home router but not connected. The central panel in the
control displays machines actively seeking to associate to the
access point: when devices unknown to the router issue DHCP
requests, the router’s DHCP server informs the guest board and
a corresponding label appears in this portion of the display. If
a user wishes to give permission for the machine to join the
network they drag the label to the right panel; to deny access,
they drag the label to the left panel.

The guest board provides both a central control point and,
by drawing directly upon network information collected within
our router, a network-centric view of the infrastructure. While
this example describes a central control point in the home, the
interface is implemented in HTML/CSS/Javascript allowing it
to be displayed on a range of devices, currently under trial with

users. The router’s measurement and control APIs described
above are also being used to build a wide range of other
interfaces for use via smartphones, web browsers, and custom
display hardware.

IV. P
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Fig. 3. 802.11i handshake, part of the association process. Note that MIC
(Message Integrity Code) is an alternate term for Message Authentication
Code, used in such contexts to avoid confusion with Media Access Control.

do not even make switched Ethernet frames available to the
operating system, handling them entirely within the network
card. Our custom DHCP server allocates /30 subnet to each
host from 10.2.*.*/16 with standard address allocation within
the /30 (i.e., when considering the host bits in the subnet, 00
maps to the network, 11 maps to subnet broadcast, 01 maps to
the gateway and 10 maps to the client’s interface itself). Thus,
each local device needs to route traffic to any other local device
thought the router, making traffic visible in the IP layer. This
imposes only minor performance overheads, discussed in more
detail in §IV-B.

Measuring the performance of our DHCP implementation,
we found that per-request service latency scales linearly with
the number of simultaneous requests, as expected. In a fairly
extreme scenario, simultaneous arrival of 10 people each with
10 devices, we measured a median per-host service time of
0.7s.

B. Per-Protocol Intervention

Our current platform intervenes in two specific protocols
providing greater control over access to the wireless network
itself, and to Internet services more generally.

Our home router supports wireless Ethernet security via
802.11i with EAP-WPA2, depicted in Figure 3, using hostapd.
In short, the client (supplicant) and our router (authenticator)
negotiate two keys derived from the shared master key via a
four-way handshake using the EAPOL protocol. The Pairwise
Transient Key (PTK) is used to secure and authenticate com-
munication between the client and the router; the Group Tran-
sient Key
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Fig. 6. Switching performance of Linux network stack with our address
allocation policy. Throughput (left axis) shows a small linear decrease while
switching delay (right axis) remains approximately constant as the number of
interface addresses increases.

handling the unusual address allocation pattern resulting from
the allocation of each wireless-connected device to a distinct
subnet which requires the router’s wireless interface to support
an IP address per connected device.

D. Discussion

Our evaluation shows that Open vSwitch can handle orders
of magnitude more rules than required by any reasonable home
deployment. Nonetheless, to protect against possible denial-
of-service attacks on the flow tables, whether intentional,
accidental or malicious, our home router monitors the number
of per-flow rules introduced for each host. If this exceeds a
high threshold then the host has its per-flow rules replaced with
a single per-host rule, while the router simultaneously invokes
user interfaces to inform the homeowner of the device’s odd
behaviour.

The final aspect to our evaluation is compatibility: given
that our router exercises protocols in somewhat unorthodox
ways, how compatible is it with standard devices and other
protocols? We consider compatibility along three separate di-
mensions: range of existing client devices; deployed protocols
that rely on broadcast/multicast behaviours; and support for
IPv6.

a) Devices: Although we exercise DHCP, DNS and
EAPOL in unorthodox ways to control network access, be-
haviour follows the standards once a device is permitted
access. To verify that our home router is indeed suitable for
use in the home, we tested against a range of commercial
wireless devices running a selection of operating systems.

Table II shows the observed behaviour of a number of com-
mon home-networked devices: in short, all devices operated
as expected once permitted access. DNS interception was not
explicitly tested since, as an inherently unreliable protocol,
all networking stacks mustall(mur)]TJ 0 -1



Device Denied Blacklisted

Android 2.x Reports pages unavailable due to DNS. Retries several times before backing off to the 3g data network.

iTouch/iPhone Reports server not responding after delay based on
configured DNS resolver timeout.

Requests new wireless password after 1–2 minutes.

OSX 10.6 Reports page not found based on configured DNS
resolver timeout.

Requests new wireless password after 1–2 minutes.

Microsoft Windows XP Silently fails due to DNS failure. Silently disconnects from network after 4–5 minutes.

Microsoft Windows 7 Warns of partial connectivity. Silently disconnects from network after 4–5 minutes.

Logitech Squeezebox Reports unable to connect; allows server selection
once permitted.

Flashes connection icon every minute as it attempts and fails to
reconnect.

Nintendo Wii Reports unable to reach server during “test” phase
of connection.

Reports a network problem within 30s.

Nokia Symbian OS Reports “can’t access gateway” on web access. Reports disconnected on first web access.

TABLE II
OBSERVED INTERACTIONS BETWEEN DEVICES AND OUR HOME ROUTER WHEN ATTEMPTING TO ACCESS THE NETWORK.

expected, so we do not believe there are any inherent problems
in the approaches below.

Addition of IPv6 support affects the network layer only, re-
quiring consideration of routing, translation between network
and link layers, and address allocatiocn. Deployment of IPv6
has minimal impact on routing, limited to the need to support
128 bit addresses and removal, in many cases, of the need
to perform NAT. Similarly, supporting translation to lower
layer addresses equates to supporting ICMPv6 Neighbour
Solicitation messages which perform equivalent function to
ARP.

Address allocation is slightly more complex but still
straightforward. IPv6 provides two address allocation mecha-
nisms: stateless and stateful. The first allows a host to negotiate
directly with the router using ICMPv6 Router Solicitation and
Advertisement packets to obtain network details, IP netmask
and MAC address. Unfortunately this process requires that



monitored data and policy.
We claim these monitoring systems do not generally take

into account the specific challenges and opportunities inherent
in the home network context. Our home router goes further in
exploiting the home context via specific modifications to the
normal behaviour of key protocols, and implementing a novel
network control interface.

This class of argument, that the generic Internet protocols
are not appropriate in a particular environment, has previously
been made in the enterprise network space. Approaches such
as Anemone [25], Ethane [26] and Network Exception Han-
dlers [27] have all proposed systems that address the gen-
eral problem of enterprise network management in different
ways. They all make the argument that enterprise networks



[5] A. Crabtree, T. Rodden, T. Hemmings, and S. Benford, “Finding a place
for ubicomp in the home,” in Proc. UbiComp. Seattle, WA, USA:
Springer, Oct. 12–15 2003, pp. 208–226.

[6] E. Shehan and W. Edwards, “Home networking and HCI: What hath
God wrought?” in Proc. ACM CHI, 2007.

[7] R. Grinter and W. Edwards, “The work to make the home network
work,” in Proc. ECSCW, Paris, France, Sep. 18–22 2005, pp. 469–488.

[8] J.-Y. Sung, L. Guo, R. Grinter, and H. Christensen, “My roomba
is rambo: Intimate home appliances,” in Proc. UbiComp, Innsbrück,
Austria, Sep. 16–19 2007, pp. 145–162.

[9] M. Chetty, J.-Y. Sung, and R. Grinter, “How smart homes learn: The
evolution of the networked home and household,” in Proc. UbiComp,
Innsbrück, Austria, Sep. 16–19 2007, pp. 127–144.

[10] E. Shehan-Poole, M. Chetty, W. Edwards, and R. Grinter, “Designing
interactive home network maintenance tools,” in Proc. ACM DIS, Cape
Town, South Africa, 2008.

[11] P. Brundell, A. Crabtree, R. Mortier, T. Rodden, P. Tennent, and
P. Tolmie, “The network from above and below,” in Proc. ACM SIG-
COMM Workshop on Measurements Up the STack (W-MUST), Toronto,
Canada, Aug. 2011, to appear.

[12] J. Sventek, A. Koliousis, O. Sharma, N. Dulay, D. Pediaditakis, M. Slo-
man, T. Rodden, T. Lodge, B. Bedwell, K. Glover, and R. Mortier, “An
information plane architecture supporting home network management,”
in Proc. Integrated Management (IM), 2011.

[13] R. Mortier, B. Bedwell, K. Glover, T. Lodge, T. Rodden, C. Rotsos,
A. W. Moore, A. Koliousis, and J. Sventek, “Supporting novel home
network management interfaces with OpenFlow and NOX,” in Proc.
ACM SIGCOMM, Toronto, ON, Canada, Aug. 15–19 2011, extended
demo abstract.

[14] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L. Peterson,
J. Rexford, S. Shenker, and J. Turner, “OpenFlow: Enabling innovation
in college networks,” whitepaper, http://www.openflowswitch.org/wp/
documents/.

[15] A. Arasu, S. Babu, and J. Widom, “The CQL continuous query language:
semantic foundations and query execution,” The VLDB Journal, vol. 15,
no. 2, Jun. 2005.

[16] R. Droms, “Dynamic Host Configuration Protocol,” IETF, RFC 2131,
Mar. 1997.

[17] B. Aboba, L. Blunk, J. Vollbrecht, J. Carlson, H. Levkowetz, and Ed.,
“Extensible Authentication Protocol (EAP),” IETF, RFC 3748, Jun.
2004.

[18] K. Calvert, W. Edwards, and R. Grinter, “Moving toward the middle:
The case against the end-to-end argument in home networking,” in Proc.
HOTNETS, Atlanta, GA, USA, Nov. 14–15 2007.

[19] C. Swindells, K. Inkpen, J. Dill, and M. Tory, “That one there! pointing
to establish device identity,” in Proc. UIST, Paris, France, Oct. 27–30
2002, pp. 151–160.

[20] D. Balfanz, G. Durfee, R. Grinter, D. Smetters, and P. Stewart,
“Network-in-a-box: how to set up a secure wireless network in under
a minute,” in Proc. the 13th USENIX Security Symposium, San Diego,
CA, USA, 2004.

[21] J. Yang and W. Edwards, “Icebox: Toward easy-to-use home network-
ing,” in Proc. INTERACT, Rio de Janeiro, Brazil, Sep. 2007.

[22] J. Yang, W. Edwards, and D. Haslem, “Eden: Supporting home network
management through interactive visual tools,” in Proc. UIST, New York,


	CoversheetEnlighten.pdf
	http://eprints.gla.ac.uk/69028/

	CoversheetEnlighten.pdf
	http://eprints.gla.ac.uk/69028/


