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Abstract—The Target Wake Time (TWT) feature, introduced
in Wi-Fi 6, was primarily meant as an advanced power save
mechanism. However, it has some interesting applications in
scheduling and resource allocation. TWT-based resource allo-
cation can be used to improve the user experience for certain
applications, e.g., VoIP, IoT, video streaming, etc. In this work,
we analyze the packet arrival pattern for streaming traffic and
develop a synthetic video streaming traffic generator that mimics
real-world streaming traffic. We propose a two-stage approach
where we calculate the TWT duty cycle in the first step. In
the subsequent step, we determine the Multiplication Factor
(MF), which jointly dictates the required TWT schedule for
the synthetic traffic model. Initial testing shows that key QoS
metrics can be met for sustained performance of synthetic traffic
upon enabling TWT, even in the presence of peak background
congestion in the network.

I. INTRODUCTION

Wireless local area network (WLAN) technology, popularly
referred to as Wi-Fi, has a major impact in our day to day lives
for high speed wireless access because of its low cost and ease
of deployment. In homes, corporate offices and public places
such as stadiums, railway stations, airports etc, Wi-Fi provides
high-speed connectivity to the Internet. However, due to the
use of shared, unlicensed spectrum for Wi-Fi, congestion is a
major problem, leading to network performance deterioration
both in terms of throughput and latency. WLAN client devices
are typically portable, equipped with power limited batteries.
As a consequence, power saving mechanisms play an impor-
tant role in battery life longevity and device performance. Wi-
Fi 6 was introduced, based on the IEEE 802.11ax version
of the WLAN standard, to improve the end user Quality of
Service (QoS) by efficient use of the frequency spectrum in
dense WLAN deployments and reduced power consumption
for power limited devices. Wi-Fi 6 introduces 1024-QAM,
orthogonal frequency division multiple access (OFDMA), 8-
stream multi user-multiple input multiple output (MU-MIMO),
spatial reuse to improve end user performance and increase
spectral efficiency even in dense scenarios [1], [2]. In addition
to that, to improve existing power management methods, a
new power save mechanism called Target Wake Time (TWT) is
introduced in Wi-Fi 6. The TWT feature is primarily meant as
an advanced power save mechanism, which may not be used in
mission critical scenarios where the client needs to stay awake

for the entire duration of operation. However, it has some
interesting applications in scheduling and resource allocation
[3]. Wi-Fi 6 supports two types of TWT mechanisms: (i)
Individual, and (ii) Broadcast. In the Individual TWT mode,
AP creates service schedules on a per-client basis. A TWT
schedule consists of wake-up and sleep intervals where clients
can transmit/receive frames in the wake-up intervals and turn
off their transceivers and go to a power-saving mode during the
sleep intervals. It is also possible to group clients and create
group-level service schedules using Broadcast TWT mode.
With this, APs can create a quasi-TDMA type of resource
scheduling, on top of OFDMA [4], [5] and MU-MIMO [6].
With pre-defined wake-up times for each client, TWT can
help reduce channel contention and improve airtime utilization
since only a subset of the associated clients are expected to
be active at a given time. In a managed, multi-AP Wi-Fi
network, an additional level of coordination can be applied
for co-channel neighbor APs to reduce contention across APs.
The challenge is to choose the appropriate TWT mode and
the schedules to address the needs of clients and applications.
One important point to remember is that the opportunistic
channel access method, CSMA/CA rule still applies during
the wake-up intervals and the AP has to contend for the
TWT opportunities in an environment where clients that do
not understand TWT or are not assigned TWT schedules are
also present.

TWT-based resource allocation can be used to improve the
user experience for certain applications, e.g. VoIP. Note that
VoIP follows the ON-OFF model, corresponding to active
talking and silent periods [7]. Also note that the VoIP payload
size during the active and silent periods is fixed (depending
on the codec used). For such an application, a TWT schedule
can be created considering the traffic model features. If there
is a dedicated Wi-Fi network for VoIP, then clients connecting
to this Wi-Fi network can be grouped together and assigned
appropriate TWT schedules. Same approach can be applied to
IoT applications, for example sensors which generate teleme-
try at periodic intervals. TWT can also be used for real-time
applications like video streaming. In this case, TWT is used
to provide guaranteed airtime to users. The process requires
characterizing the traffic model first and then generating the
schedule to fit the packet arrival process. While there are well-
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documented statistical models for video streaming [7], most
of the popular applications like YouTube [8], Netflix, etc. have
proprietary mechanisms in place to adapt the video stream to
the link quality, which necessitates characterizing the traffic
flows and optimizing the TWT schedules separately for each
of these applications.

In this work we present the performance of streaming
applications running on a single TWT enabled client operating
in a congested network and the impact of enabling TWT on
the network’s overall performance. The main contributions of
this paper can be summarized as follows:

• We create a synthetic video streaming traffic generator
model that approximates real-world video streaming and
also define some relevant QoS metrics for performance
evaluation, like ‘average throughput’ and ‘buffer health
status’.

• We propose a two-stage approach to find a TWT schedule
satisfying the QoS requirements for streaming traffic,
thereby improving end-user experience.

II. APPLICATION TRAFFIC MODEL AND QOS METRICS

We pick video streaming application because the bulk of
today’s network traffic consists of streaming and video-on-
demand (VOD) services [9]. We analyze the packet arrival
pattern for video streaming traffic and develop a synthetic
streaming traffic generator that in essence mimics real-world
streaming traffic. To analyze the performance of TWT on
streaming services, we need to define appropriate Quality of
Service (QoS) metrics that will quantitatively measure the
system performance.

A. Synthetic traffic model

Most streaming services use DASH (Dynamic Adaptive
Streaming over HTTP) [10] as an application layer protocol to
stream videos. In DASH, the content server stores a video by
breaking it down into bursts, usually worth a few seconds of
video time. Initially, when the video starts playing, the server
sends these bursts at a high rate in order to fill up the playback
buffer with 45-60 seconds worth of video time (known as
Startup phase). The server then tops up the buffer (known as
Bursty phase) periodically. In the bursty phase, bursts gener-
ally carry 2-10 seconds worth of video data [11]. This buffered
approach allows the streaming service to handle intermittent
network issues without compromising video quality. By not
buffering the whole video at once, DASH also minimizes the
data loss in case the user decides to switch to a different video.
DASH also stores the video at different picture resolutions
(different size bursts) and dynamically switches among them
based on the client’s bandwidth. In DASH, it is the client who
measures the available bandwidth as:

Available bandwidth = Size of the last burst
Time taken to serve the last burst

If the network cannot accommodate the current bitrate, the
client requests for lower bit rate video from the server. [12]

We consider two synthetic traffic models, Constant Bit Rate
(CBR) and the Variable Bit Rate (VBR). Both models use TCP

Parameter Description
Frame
Size

Weibull distribution with parame-
ters, k = 0.8099 and
λ = ( 6950×Video bit rate

2
) [13]

Inter-burst
time

Truncated normal distribution with
mean of 6 seconds and variance of
1.8 seconds and lies within 2-10s
[10]

Frame
Rate

30 frames per second

TABLE I: VBR Traffic Model

as the transport layer protocol. Traffic for both models is sent
over a multi-hop global network to incorporate real network
delays. We define the following parameters to characterize the
streaming traffic models in their bursty phase:

• Inter-burst time: It is the time duration, in seconds,
between two consecutive bursts.

• Burst Size: The size of each individual burst, expressed
in Megabytes (MB).

1) CBR Model: In the CBR model, a burst of fixed size,
corresponding to the video bit rate, is generated every set
amount of inter-burst time. To approximate the bursty nature of
DASH protocol, the inter-burst time is set at 6 seconds, which
is the mean value of the inter-burst time distribution with
parameters mentioned in the Table I. It acts as our baseline
traffic model whose QoS requirements need to be satisfied,
before we test with the more dynamic VBR model.

2) VBR Model: In order to closely mimic the bursty state
of real streaming, we consider the VBR model where its
traffic parameters are mentioned in Table I. Inter-burst time
is sampled and multiplied with the required frame rate (i.e.,
the number of frames per second) to get the expected number
of frames for that duration. We then sample the frame size
for each frame to be transmitted and get the total size of the
burst.

3) The need for a synthetic streaming model: Though the
traffic of real streaming follows the bursty trend, the exact
pattern with reference to inter-burst time and burst size is de-
pendent on multiple factors including picture quality, genre of
video playing, rate and magnitude of change in content across
frames, compression algorithm used by the streaming service,
transport layer protocol used (TCP, UDP or QUIC) etc. The
synthetic streaming model described incorporates video frame
generation from [13] and inter-burst time generated from the
statistics provided in [10], [11]. We use this synthetic model
rather than emulating traffic patterns of a real video as the
patterns of each video are different and by using the synthetic
streaming model we are able to incorporate this variability
while also keeping the trend of bursty traffic. It also gives us
a greater control over the experimental parameters like bit-rate
of video and duration and allows us to quantitatively compare
performance while also capturing sender side statistics.

B. QoS parameters
The perceived experience of the end user while using an

application is the true measure of the Quality of Service pro-
vided by the network. Metrics such as the Mean Opinion Score



are subjective and often take a lot of human time and effort
to rate the application’s user experience. Instead, objective
measurements of certain quantifiable factors which are known
to contribute to the experience of an application is easier,
involves less human effort, and allows us to quickly measure
the performance of the network. The following QoS metrics
are relevant for evaluating the performance of streaming:

• Throughput: Application layer throughput is one of the
most basic yet important metrics that determine perfor-
mance. If a streaming service’s throughput requirement
is not met it will lead to buffering or quality change in
the video.

• Buffer Health Status: As described above, DASH uses a
buffer to maintain a threshold of video playback time. The
buffer at the client stores the incoming burst to facilitate
smooth playback of the video. When the traffic falls
below this threshold i.e. a buffer underrun occurs where
the rate of consumption is higher than the rate at which
traffic enters the buffer, DASH adapts and changes the
video to a lower resolution to maintain the playback time.
Change in video rate severely affects the experience of
watching the video, hence maintaining the buffer health
is one of the most important QoS metrics for streaming
[14].

• Throughput Variation: While we may meet the average
throughput requirements, there might be large fluctuations
in the instantaneous throughput. Variation in throughput
is not an absolute metric of performance, but it can
severely affect the buffer health due to the bursty nature of
streaming traffic and potentially be one of the contributing
factors of QoS failure.

III. TWT BACKGROUND

In this work, we consider the Individual TWT operation
mode where the Wi-Fi 6 AP negotiates TWT agreements with
Wi-Fi 6 capable devices at a per-client basis. Individual Target
Wake Time comprises of the following parameters (refer to
Fig. 1):

• Target Wake Duration: It is the minimum amount
of time for which the TWT-enabled client is awake and
transmits/receives data. We denote Target Wake Duration
as TWT-SP. Each TWT-SP consists of multiple Wi-Fi 6
frame transmissions.

• Target Wake Interval: It is the time difference between
two consecutive TWT-SPs where the client can go to
sleep. We denote Target Wake Interval as TWT-WI.
TWT-WI can be periodic (known as ‘implicit’ TWT) or
aperiodic (known as ‘explicit’ TWT) depending on the
type of agreement AP negotiates with the client.

• Target Wake Time: It is the time offset from the TWT
negotiation till the starting of the first TWT-SP.
In this work, we use the ‘Unannounced’ setting inside
the Individual TWT agreement, where the AP expects
the clients to be awake throughout a service period and
the clients need not send any PS-POLL or APSD trigger

Fig. 1: An illustration of Individual TWT.

frames to AP. We also consider the negotiated TWT
to be an ‘implicit’ type of agreement where a TWT-
enabled client wakes up and goes back to its sleep state
periodically.

A. The TWT Duty Cycle and Multiplication Factor

We define TWT Duty Cycle to be the percentage of time a
TWT-enabled client is awake throughout the TWT schedule.
It is calculated as: (TWT−SP )

(TWT−SP+TWT−WI) × 100%
It essentially dictates guaranteed wake time for the TWT-
enabled client to transmit/receive frames. How often the TWT-
enabled client wakes up in a particular TWT Duty Cycle is
governed by another parameter, referred to as Multiplication
Factor (MF) i.e. a TWT-enabled client can wake up more
(respectively, less) frequently if it uses a higher (respectively,
lower) MF, while maintaining the same TWT Duty cycle.

B. Calculation of TWT Schedules

The IEEE 802.11ax standard defines the method to calculate
the TWT schedules which consist of the parameters mentioned
in [1]. The implementation of TWT puts an upper limit on
the duration of TWT-SP, precisely 65535 µS. As a direct
consequence, it impacts the TWT schedules, Duty Cycles and
MF calculations. The TWT schedule calculated with TWT-SP
= 65535 µS corresponds to MF = 1 for a particular TWT duty
cycle. We derive TWT schedules corresponding to a higher MF
value by dividing both the TWT-SP and the TWT-WI obtained
from MF = 1, with the desired MF (approximately).

IV. EXPERIMENTAL SETUP AND RESULTS

The test bed used to perform our experiments is shown
in the Fig. 2. We use an enterprise-grade Wi-Fi 6 capable
AP which supports individual TWT. The AP is configured to
use a 20MHz channel. AP is the central node that receives
and sends all data, provides a centralized way to solicit the
TWT commands and keep track of the performance of the
network. The AP also doubles up as an iPerf server to generate
downlink TCP multistream traffic to load the network. We use
multiple non-TWT Wi-Fi 6 clients namely Client 1, Client 2,
Client 3 that act as iPerf clients; to mimic real deployments,
the clients have different RSSI values. The device under test
(DUT) is a TWT enabled client to which we send synthetic
traffic from the synthetic traffic server through a multi-hop
network and evaluate QoS. The Table II briefly describes the
physical parameters that are relevant to our experimentation.



Fig. 2: Experimental setup

Client
Index

RSSI
(dBm)

Peak Standalone
Throughput

Multi-client
Scenario
Throughput

1 -46 63.5 Mbps 14.3 Mbps
2 -45 75.4 Mbps 23 Mbps
3 -37 163 Mbps 17.6 Mbps
4 (DUT) -36 95 Mbps 21.3 Mbps

TABLE II: Setup Parameters.

A. Methodology

In this subsection, we discuss the methodology to obtain
the appropriate TWT schedule for the synthetic traffic model
which guarantees the required QoS requirements mentioned in
Section II-B. We follow a two-stage approach where at each
stage, we satisfy one of the two important QoS requirements
for this work, i.e., average throughput and buffer health status,
for a specified video bit-rate. The procedure works as follows:

1) Phase 1 : In this phase, we obtain the smallest TWT
duty cycle required for a specified bit-rate video stream. The
metric used for this phase is average throughput; the goal is
to find the TWT duty cycle that satisfies the QoS requirement.
Towards this, we increase the duty cycle in steps of 5% and
observe the corresponding average throughput values for a
single TCP stream iPerf session from the AP to the DUT.
The rationale behind using iPerf here is that it is one of
the most common, open-source, tools for measuring network
performance. This gives us an upper bound on the average
throughput that can be achieved by the system for the given
TWT duty cycle in an unloaded network. From Fig. 3 we can
look-up the required smallest TWT duty cycle value to achieve
the average throughput requirement for the DUT.

2) Phase 2 : In this phase, the QoS metric to meet is buffer
health status. In our experimentation the buffer health status
though being a client side metric, is actually measured at the
server for the following reasons:

• The client is oblivious to the inter-burst time as it is
sampled from Table I by the server.

• Since TCP is used (end to end transmission is guaranteed)
the server knows exactly when the burst has been served
out. Coupled with the fact that the server already knows

Fig. 3: Single TCP stream throughput variation with different TWT duty cycles

the inter-burst time it makes it convenient to measure the
buffer health status from the server side.

This metric places a stricter demand on throughput; in order
to maintain the buffer health, i.e., avoid buffer underruns, we
need the average throughput during the inter-burst time to be
larger than the video bit rate. Towards this, we start with the
smallest TWT duty cycle obtained from Phase 1 and observe
the instantaneous throughput variation for different MF. From
Fig. 4, we observe that when MF is low, there is a large number
of intermittent deviations of the instantaneous throughput from
the average throughput. These fluctuations coupled with the
bursty nature of streaming video results in a situation where
a burst is not serviced within the inter-burst time, causing a
buffer underrun event. In order to minimize the fluctuation in
instantaneous throughput, we increase MF in multiples of two
until we observe stable performance.

3) Phase 3: In this phase, we test the performance of the
synthetic traffic model and calculate the corresponding QoS
metrics. From Phase 1 and 2, we obtain the minimum required
TWT duty cycle and MF required to maintain the QoS, and
test the performance of the CBR synthetic traffic model. If the
TWT schedule does not meet the QoS requirements, we in-
crement the duty cycle by 5% and reevaluate the performance.
Once we obtain the TWT schedule for the CBR model, we
test the performance of the VBR model.

B. Results

We generate video traffic (both CBR and VBR) at 15.6
Mbps bit-rate, as mentioned in Section II, and analyze the
performance in terms of the required QoS metrics, i.e., average
throughput and buffer health status. Throughout this section,
QoS-1 refers to the average throughput and QoS-2 refers to the
number of buffer underrun events (i.e., the number of times
the buffer health status metric is not met) in each session.
The set-up used for all the experiments is according to Fig.
2 where the radio parameters are mentioned in Table II. The
performance of the system and the impact of adding the DUT
in the network are also analyzed.

1) Impact of TWT on the system performance: In this
section we observe the impact of adding the DUT (which



Fig. 4: Instantaneous throughput variation for Different MF’s.

Traffic
model

Performance
without
TWT

Performance with TWT
Iteration
1

Iteration
2

Iteration
3

Iteration
4

Iteration
5

CBR 61.2 66.3 56.6 62.4 59.4 61.4
VBR 56.8 62.8 61.0 65.6 64.2 58.1

TABLE III: System performance with and without TWT.

is receiving a 15.6 Mbps CBR stream) to the network, in
the presence of three iPerf sessions from the AP to Client
1, Client 2 and Client 3. Each iPerf session contains 8 parallel
TCP streams (referred to as peak background congestion). The
following table shows the performance of the system and the
impact of a 30% TWT duty cycle on the net throughput of
the system. Table III shows the sum of the throughput (in
Mbps) of all iPerf sessions, not including the throughput of
the synthetic traffic stream.

From Table III, we observe that even with a 30% TWT
duty cycle, the net performance of the system does not
deteriorate. Essentially, the AP uses the extra airtime to satisfy
the demands of non-TWT clients.

2) Impact of MF on synthetic traffic performance: We
evaluate the impact of varying MF on the performance of
the CBR stream while keeping the TWT duty cycle constant.
We run the experiment with peak background congestion.
We define time spent in buffer underrun as time elapsed
after the inter-burst time to serve out the burst. In Fig. 5
we plot the total time spent in buffer underrun state over
the duration of a simulation for different MF’s. From Fig.
5, we observe an increasing trend in performance, with the
best performance for MF 8 followed by a sharp decrease
thereafter. From Wireshark packet capture analysis, we note
that when the value of MF is low, the corresponding TWT
schedule has a large sleep time (TWT-WI) which delays TCP
window size progression and leads to long round trip times
at the tail end of the service periods. On the other hand,
for higher MF values, the corresponding TWT schedule has
a small wake duration (TWT-SP) which essentially hinders
MAC layer frame aggregation, causing poor performance.

3) Performance variation for different TWT duty cycles:
From the Section IV-A1 we obtain a 30% TWT duty cycle with
MF 8 as the ideal choice to start testing the performance of the

Fig. 5: Total time spent in buffer underrun state over the duration of a simulation for
different MF’s.

Iteration No.
Duty cycle parameters

25% MF 8 30% MF 8
QoS 1 QoS 2 QoS 1 QoS 2

1 15 Mbps 5 16 Mbps 3
2 15 Mbps 5 16 Mbps 2
3 16 Mbps 2 16 Mbps 1
4 16 Mbps 4 16 Mbps 0
5 15 Mbps 4 16 Mbps 1

TABLE IV: Performance comparison between 25% and 30% TWT duty cycle with MF
8 on CBR stream

Iteration No.
Traffic Model

CBR VBR
QoS 1 QoS 2 QoS 1 QoS 2

1 16 Mbps 3 14 Mbps 2
2 16 Mbps 2 15 Mbps 0
3 16 Mbps 1 14 Mbps 2
4 16 Mbps 0 15 Mbps 3
5 16 Mbps 1 14 Mbps 1

TABLE V: Performance comparison of VBR and CBR traffic model for 30% TWT duty
cycle with MF 8

CBR stream. From Table IV we observe that it satisfies both
the QoS requirements. These tests were performed with peak
background congestion. Table IV summarizes the performance
of CBR traffic for 25% and 30% TWT duty cycle with MF 8.
Each session of synthetic traffic lasted for about 2 minutes.

4) Performance Comparison of CBR and VBR traffic model:
As described in Section II-A2 the requirements of VBR
traffic are more stringent than CBR traffic. In this experiment,
both traffic sources emulate a 15.6 Mbps bit-rate video with
each streaming session running for about 2 minutes. Table V
summarizes the performance of both CBR and VBR models
for 30% TWT duty cycle with MF 8. There is no discernible
difference in the performance of both the synthetic traffic
models with the TWT parameters obtained from our approach.

V. CONCLUSION AND FUTURE WORKS

In this work, we consider a network which comprises of a
Wi-Fi 6 AP, a TWT-enabled client, and multiple background
non-TWT clients running at peak congestion. We analyze the
performance evaluation metrics of synthetic traffic models that
emulate streaming and show the effect of TWT on the network



Fig. 6: Planned future work.

performance. Initial testing shows that key QoS metrics can
be met for streaming traffic upon enabling TWT even in the
presence of peak background congestion in the network. The
unused airtime (i.e. the time remaining after servicing the
TWT-enabled client) obtained from enabling TWT is utilized
by the AP in servicing other non-TWT clients while satisfying
the necessary QoS requirements of the TWT-enabled client.
Since the objective of this work is to primarily schedule video
streaming traffic in a congested network scenario, we do not
measure the power consumption. Consequently by providing
a TWT schedule, we indeed save power when compared to
staying awake all the time while satisfying the QoS metrics.
As an extension of this work, we plan to analyze different
classes of applications and their respective QoS requirements.
We also plan to evaluate the performance of an application
and provide a suitable TWT schedule in order to satisfy the
QoS needs of the application.
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