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Abstract—Intentional interference in satellite navigation is
becoming an increasing threat for modern systems relying on
Global Navigation Satellite Systems (GNSS). In particular, critical
applications such as aviation can be severely affected by un-
detected and un-mitigated interference and therefore interference
management solutions are crucial to be employed. Methods
to cope with such intentional interference enclose interference
detection, interference mitigation, interference classification, and
interference localization. This paper offers a comprehensive sur-
vey of interference management methods developed in the last
four decades by the research community. After reviewing the
main concepts of GNSS-based navigation, the interference and
interference management solutions are classified, with a particu-
lar focus on the two major threats in GNSS navigation, namely
jamming and spoofing. Mathematical models, comparative tables
for various interference management solutions, such as detection,
localization, mitigation, and classification, as well as comparative
numerical results based on several selected algorithms are also
presented. We especially focus on algorithms relying on omni-
directional antennas, which do not require additional specific
antennas to be installed on the aircraft and thus reduce the costs
of retrofit and installation.

Index Terms—Aviation, drones, GNSS, interference, jamming,
meaconing, SatNav, spoofing.
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AAC Airline Administrative Control
AANET Aeronautical Ad-hoc Networking
ACARS Aircraft Communication Addressing and

Reporting System

Manuscript received February 13, 2019; revised July 12, 2019 and
September 16, 2019; accepted October 8, 2019. Date of publication
October 24, 2019; date of current version March 11, 2020. This work was
supported by the SESAR Joint Undertaking through the European Union’s
Horizon 2020 Research and Innovation Programme under Grant 783183.1

(Corresponding author: Ruben Morales-Ferre.)
R. Morales-Ferre and E. S. Lohan are with the Electrical

Engineering Unit, Tampere University, 33720 Tampere, Finland (e-mail:
ruben.moralesferre@tuni.fi; elena-simona.lohan@tuni.fi).

P. Richter was with Tampere University, 33720 Tampere, Finland (e-mail:
philipp.richter@arcor.de).

E. Falletti is with the Space and Navigation Technologies
Research Area, LINKS Foundation, 10138 Turin, Italy (e-mail:
emanuela.falletti@linksfoundation.com).

A. de la Fuente is with GNSS, GMV Aerospace and Defence, 28760
Madrid, Spain (e-mail: afuente@gmv.com).

Digital Object Identifier 10.1109/COMST.2019.2949178
1This project is a partnership between GMV Innovating Solutions, Tampere

University (former TUT, Tampere University of Technology), and LINKS
Foundation (former ISMB, Istituto Superiore Mario Boella); more details at:
https://www.sesarju.eu/node/3107.

ACAS Aircraft Collision Avoidance System
ADC Analog-to-Digital Converter
ADS Automatic Dependent Surveillance
ADS-B Automatic Dependent Surveillance-Broadcast
ADS-C Automatic Dependent Surveillance-Contract
AGC Automatic Gain Control
AM Amplitude Modulation
AMACS All-purpose Multi-channel Aviation

Communication System
ANF Adaptive Notch Filter
AoA Angle of Arrival
AOC Aeronautical Operational Control
APNT Alternative Positioning, Navigation, and Timing
AR Auto-Regressive
ARAIM Advanced Receiver Autonomous Integrity

Monitoring
ARNS Aeronautical Radio Navigation Service
ASAS Airbone Separation Assurance System
ATC Air Traffic Control
ATM Air Traffic Management
ATS Air Traffic Services
AWGN Additive White Gaussian Noise
B-AMC Broadband Aeronautical Multi-Carrier

Communications
BPSK Binary Phase Shift Keying
CDF Cumulative Distribution Function
CDMA Code Division Multiple Access
CME Consecutive Mean Excision
C/N0 Carrier-to-Noise Ratio
COTS Commercial Off-The-Shelf
CRPA Controlled Radiation Pattern Antenna
CW Continuous Wave
CWI Continuous Wave Interference
D3 Dispersion of Double Differences
DAB Digital Audio Broadcasting
DEF Digital Excision Filter
DF Direction Finding
DFT Discrete Fourier Transform
DFMC Dual-Frequency Multi-Constellation
DGPS Differential Global Positioning System
DME Distance Measuring Equipment
DoA Direction of Arrival
DoS Denial of Service
DPA Dual Polarization Antenna
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DPE Direct Position Estimation
DRSS Received Signal Strength Difference
DS Digital Sum
DSSS Direct Sequence Spread Spectrum
DVB-T Digital Video Broadcasting - Terrestrial mode
EGNOS European Geostationary Navigation Overlay

Service
EUROCAE European Organisation for Civil Aviation

Equipment
EVAIR Eurocontrol Voluntary ATM Incident Reporting
FANET Flying Ad-Hoc NETwork
FANS Future Air Navigation System
FCI Future Communications Infrastructure
FDD Frequency-Division Duplexing
FDoA Frequency Difference of Arrival
FFT Fast Fourier Transform
FIR Finite Impulse Response
FM Frequency Modulation
FPD Frequency Power Detector
FRA Free Route Airspace
FSO Free-Space Optical
GA General aviation
GBAS Ground-Based Augmentation Systems
GLRT Generalized Likelihood Ratio Test
GNSS Global Navigation Satellite System
GoF Goodness of Fit
GPS Global Positioning System
GSA European GNSS Agency
GSM Global System for Mobile communications
HF High Frequency
HHT Hilbert-Huang Transform
HRT Hough-Radon Transform
HW Hardware
IATA International Air Transport Association
ICAO International Civil Aviation Organization
IIR Infinite Impulse Response
ILS Instrument Landing System
INLS Integrated Navigation and Landing System
INS Inertial Navigation System
IPS Internet Protocol Suite
IRU Inertial Reference Unit
ISDB Integrated Services Digital Broadcasting
JNR Jammer-to-Noise Ratio
JSR Jammer-to-Signal Ratio
KLT Karhunen-Loève Transform
L-DACS L-band Digital Aeronautical Communication

System
LAAS Local Area Augmentation System
LAN Local Area Network
LHCP Left-Hand Circularly Polarized
LMS Least Mean Squares
LOS Line of Sight
LS Least Squares
LTE Long-Term Evolution
MANET Mobile Ad-hoc Network
MCAR Multi-Correlator output with Auto Regressive

modelling
MHWN Multi Hop Wireless Networks

MLE Maximum Likelihood Estimator
MLS Microwave Landing System
MOPS Minimum Operational Performance Standards
MPDR Minimum Powerless Distortion-less Response
MSTFT Modified Short Time Fourier Transform
MUSIC MUltiple SIgnal Classification
NASA National Aeronautics and Space Administration
NavAids Navigational Aids
NDB Non-Directional Beacon
NF Notch Filter
NLOS Non Line of Sight
NMA Navigation Message Authentication
OFDM Orthogonal Frequency Division Multiplexing
PBM Pulse Blanking Method
PD Probability of Detection
PDF Probability Density Function
PDM Power Distortion Monitoring
PDoA Power difference of Arrival
PLD Power Law Detector
PNT Positioning, Navigation, and Timing
PPM Pulse-Position Modulation
PRN Pseudo Random Noise
PSD Power Spectrum Density
PVT Position Velocity and Time
PWAM Passive Wide Area Multilateration
QZSS Quasi-Zenith Satellite System
RA Resolution Advisory
RAIM Receiver Autonomous Integrity Monitoring
RDS Running Digital Sum
RF Radio Frequency
RFI Radio Frequency Interference
RHCP Right Hand Circular Polarized
RMSE Root Mean Square Error
RNSS Radio Navigation Satellite Service
RSS Received Signal Strength
RTCA Radio Technical Commission for Aeronautics
RTK Real Time Kinematic
SatNav Satellite Navigation
SBAS Satellite-Based Augmentation Systems
SCA Spreading Code Authentication (SCA)
SCC SuCcessive spoofing Cancellation
SEDLL Spoofing Estimating Delay Lock Loop
SESAR Single European Sky Air traffic management

Research
SJNR Signal-to-Jamming-plus-Noise Ratio
SNR Signal-to-Noise Ratio
SoS Sum of Squares
SQM Signal Quality Monitoring
STAP Spatial-temporal Adaptive Processing
STFT Short Time Fourier Transform
SSC Spectral Separation Coefficient
SSR Secondary Surveillance Radar
SV Spatial Vehicle
SVD Singular Value Decomposition
SVM Support Vector Machines
SW Software
TA Traffic Advisory
TACAN Tactical Air Navigation System
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TDD Time-Division Duplex
TDoA Time Difference of Arrival
TIA Telecommunications Industry Association
TMA Terminal Manoeuvring Area
ToA Time of Arrival
TPD Time Power Detector
TV Television
UAT Universal-Access Transponder
UAV Unmanned Aerial Vehicle
UHF Ultra High Frequency
ULA Uniform Linear Array
UWB Ultra-Wideband
VANET Vehicular Ad-hoc Network
VHF Very High Frequency
VOR VHF Omnidirectional Range
WAAS Wide Area Augmentation System
WAM Wide-Area Multi-lateration
WiMax Worldwide interoperability for Microwave

Access
WLAN wireless LAN
WSN Wireless Sensor Networks
ZMNL Zero Memory Non-Linearity.

I. INTRODUCTION

FOUR decades of Satellite Navigation (SatNav) and the
emergence of new SatNav systems have brought in new

challenges in dealing with the interference encountered over
the wireless channels by the receivers employed in the aviation
industry.

The aviation domain is typically divided into two main
categories: manned and unmanned aircraft. The manned air-
craft category is the one which requires the presence of a
human pilot on-board of the aircraft, while the unmanned air-
craft category refers to the situation when no human pilot
is present on-board and the aircraft is controlled remotely,
through the wireless channels. The number of the Unmanned
Aerial Vehicles (UAVs), popularly known as drones, has been
significantly increasing in the past five years and business
analysis predict that the drone market worldwide will grow
to more than 50 billions dollars by 2025 [1]. The number of
Global Navigation Satellite System (GNSS) receivers installed
on drones by 2025 is also estimated to reach 70 millions
and to represent more than twice of the number of GNSS
receivers installed in all other professional applications com-
bined, according to a recent GNSS Supervisory Authority
(GSA) market report [2].

Navigation is an essential part of a flying aircraft and
it will become even more important in the crowded sky
of the near future where millions of drones will co-exist
with manned aircraft. Navigation here refers to the joint
ability of continuously locating and tracking an aircraft
both from the ground and from on-board of the aircraft.
Continuous access to the aircraft exact location is needed
not only to allow the safe routing of tens of thousands of
aircraft worldwide, but also to avoid collisions, to facili-
tate emergency aids, to enable higher data rates and better
broadband access for on-board entertainment (e.g., through

location-based optimization of the communication links), and
to support future services such as aerial taxis and ad-hoc aerial
networks [3].

Satellite navigation, thanks also to the augmentation
systems such as Satellite-Based Augmentation Systems
(SBAS) or Ground-Based Augmentation Systems (GBAS), has
become one of the main technologies of navigation in mod-
ern aircraft, supplementing the on-board inertial navigation
systems and providing worldwide en-route, terminal, and lat-
eral/vertical guidance during the final approach [4]. While the
aviation industry still relies on conventional instruments called
Navigational Aids (NavAids) to ensure a safe navigation, the
most precise positioning technology nowadays for aircraft is
the satellite navigation technology. Examples of NavAids,
listed with references in Table I, are: Distance Measuring
Equipment (DME), Instrument Landing System (ILS), VHF
Omnidirectional Range (VOR), and Non-Directional Beacon
(NDB).

Satellite navigation systems can be global, referred to as
GNSS and able to provide positioning worldwide, or local,
such as Quasi-Zenith Satellite System (QZSS) in Japan.
Currently, there are four GNSSs: the U.S. Global Positioning
System (GPS), the Russian Glonass, the European Galileo,
and the Chinese Beidou systems. GPS and Glonass systems are
already fully operational. Galileo declared starting the delivery
of its Initial Services on 15th of December 2016 and it cur-
rently has 26 satellites in sky (as of July 2019), with 22 of them
already fully operational. Beidou also has 25 satellites in sky
(as of August 2018), with 23 of them operational. According
to International Civil Aviation Organization (ICAO) Annex
10 [5], currently only GPS L1 frequency band and Glonass
G1 frequency band are authorized in aviation, although in
the future GPS L5 and Galileo E1/E5a frequency bands are
expected to be used too.

The number and sources of GNSS interference have
been growing at an alarming rate in the past few years,
as the International Air Transport Association (IATA)
safety report [6] and the Eurocontrol voluntary Air Traffic
Management (ATM) incident report system [4], [7] pointed
out recently. The low power of the GNSS signals and an
increasing dependence of many modern wireless systems on
satellite-based navigation attribute to that development. For
example, within a time span of only three months (between
March and May 2016) and at only one airport (Manila airport,
in Philippines), more than 50 GPS interference incidents were
reported [8]. In 2017, the GPS receivers on board of several
Norwegian aircraft were jammed for an entire week in a small
geographical area closed to Russia borders [9]. Again in 2018,
jamming incidents have been observed in northern Finland and
the Finnmark during a NATO military drill and warnings about
large-scale GPS signal disruptions were issued to the civil avi-
ation authorities [10]. According to [7], 47 times more GPS
outages occurred during year 2017 compared to 2014, mainly
due to various interference such as spoofing and jamming in
the GPS signal.

Fig. 1 illustrates the main scenario under consideration in
this survey: a scenario with a ground-placed interferer which
is sending signals, shown as red arrow, into the GNSS bands
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Fig. 1. Illustration of an interference scenario.

of a GNSS receiver on-board of an aircraft. The ground
interference is the most typical interference location. If the
interferer signal strength is powerful, the satellite signals, here
illustrated in dashed lines and coming from the satellites on
sky, will be destroyed by the interference and the receiver on-
board of the aircraft will not be able to rely on the GNSS
signals.

The rest of the paper is organized at follows. Section II
defines the terminology used in this paper, describes how an
astute interference management can increase aircraft safety,
surveys various navigation solutions used in manned and
unmanned aircraft, and gives a brief overview of SatNav prin-
ciples, including the main functionalities of a GNSS receiver.
Section III gives an overview of the interference classes, with
a particular attention to the two main intentional interference
types, namely jamming and spoofing. Section III also summa-
rizes the related works, especially the existing surveys, which
treat various types of interference. We also illustrate in a table-
format how this survey brings together, for the first time in the
literature, the different aspects of interference in SatNav, with
focus on aviation applications. Section IV presents generic
mathematical models of different types of interference encoun-
tered in SatNav as well as a detailed description of various
intentional interference types. Sections V to VIII describe
the main algorithms proposed in the literature so far for
the detection (Section V), direction finding and localiza-
tion (Section VI), classification (Section VII), and mitigation
(Section VIII) of various interference types in SatNav, by
pointing out their suitability and limitations when applied in
aviation domain. Detailed comparisons are provided between
various algorithms existing in the literature and a com-
prehensive discussion is included regarding the interference
classification, which is a research field not yet thoroughly
studied in the context of SatNav or aviation. Section IX sum-
marizes the multitude of the performance metrics used in
the literature to characterize various algorithms proposed as
interference countermeasures and points out the fact that no
unified analysis is currently available for the different types
of algorithms and interference. We also include in Section IX
several unified performance studies comparing several selected

algorithms for interference detection and localization, based
on both simulations and in-lab measurements. The algorithms
selected for these comparative studies are the most promis-
ing ones from our extensive literature searches, according to
the tradeoffs between complexity, accuracy, and feasibility
analysis, under the constraint of being useful in the aviation
context. Section X presents the design recommendations for
dealing with interference in SatNav receivers used in avia-
tion, under the constraint that the complexity of additional
receivers to be installed on-board of an aircraft must be kept
to a minimum. Section XI discusses the open challenges, the
main future trends in navigation for aircraft, and the open
research directions in this field. Finally, Section XII provides
the conclusions.

II. SATELLITE NAVIGATION PRINCIPLES

AND TERMINOLOGY

A. The Role of SatNav in Aviation and How Interference
Management Can Improve Safety

Aircraft navigation has evolved over the times from mag-
netic compasses and beacons-based solutions, such as VOR,
DME, Tactical Air Navigation System (TACAN), to GNSS and
Inertial Navigation System (INS) solutions [11]. For example,
DME is used to measure the distance between the aircraft and
the DME station usually located in the runaway. TACAN is
the combination of VOR and DME systems in a single ground
station. A comprehensive overview of all these solutions is out-
side the scope of this paper, but Table I summarizes the main
solutions of navigation for aircraft, pointing out additional ref-
erences where interested readers can find out more about each
of the listed technologies. From the SatNav point of view,
navigation systems other than GNSS are known as Alternative
Positioning, Navigation, and Timing (APNT) systems. In civil
aviation, the major concern is about safety, followed by avail-
ability [12]; translated to the SatNav domain, this means that
the technology is required to guarantee a certain (very high)
degree of reliability and that SatNav is not the sole means for
navigation. Thus, civil aviation applications rely on the use
of Augmentation Systems, whose role is that of improving
accuracy via differential corrections and monitoring the reli-
ability of the information used for Positioning, Navigation,
and Timing (PNT) [12], [13]. The principal augmentation
system for civil aviation is the SBAS, which offers wide-
area coverage (i.e., continental) for en-route and non-precision
approach navigation. There exist some different SBAS world-
wide, which are broadcast by geostationary satellites. They
broadcast primary GNSS data, which include ranging, integrity
and correction information provided by a network of ground
monitoring stations. The main purpose of SBAS is to pro-
vide integrity assurance, but the use of SBAS corrections also
increases the accuracy and reduces position errors to less than
1 meter. European Geostationary Navigation Overlay Service
(EGNOS) is the European version of this system and the
Wide Area Augmentation System (WAAS) is the United States
equivalent. Other countries such as China, Japan, India and
South Korea have launched their own augmentation systems
or planned to do so. To support precision approach operations,
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TABLE I
SURVEYS OF NAVIGATION SOLUTIONS FOR MANNED AND UNMANNED AIRCRAFT. (TECHNOLOGIES RELYING ON SATNAV ARE TYPESET IN BOLDFACE)

SBAS must be complemented by another local Differential
Global Positioning System (DGPS) augmentation, known as
Local Area Augmentation System (LAAS) or GBAS, which
relies on a differential/ground network in addition to the GPS
receivers on board of the aircraft [14].

The domain of commercial drones is slightly different,
more focused on high accuracy and less constrained by
regulations [2]. In drone domain, Real Time Kinematic
(RTK) solutions are used to improve the position accuracy
to centimeter-level. In addition, more recent solutions also
include terrestrial-augmented signals, such as Television (TV),
radio broadcast signals or WLAN signals, which are typically
suitable for low-altitude vehicles only.

What clearly appears is that, as emphasized in Table I,
the SatNav solutions are key navigation solutions in modern
aircraft.

A consequence of the low power of SatNav systems, and in
particular of GNSS signals used in GNSS-based navigation,
is their weakness to interferences. For example, a low power
(10 dBm) interference radiated by a low cost (10 Euro) jammer
can block any GNSS signal within 100 m radius around the
jammer, provoking the loss of GNSS navigation. In general,
jamming devices can take different shapes and sizes, being
typically portable/mobile. Civil, mass-market jammers can be
fed by the car cigarette lighter receptacle or small batteries,
their power consumption is relatively low, nevertheless, they
may disrupt GNSS signal reception over distances of tens of
kilometres [15]. Military jammers (electronic warfare units)
are commonly high power jammers mounted on vehicles, able
to cover even several thousand kilometres [15].

The consequence of GNSS jamming is the unavailability of
GNSS-based navigation, which has multiple negative potential

impacts on aircraft systems (navigation, Automatic Dependent
Surveillance-Broadcast (ADS-B) surveillance, etc.), and there-
fore operational impacts specially in congested Terminal
Manoeuvring Area (TMA). The number of unintentional
GNSS jamming events is increasing, according to Eurocontrol
Voluntary ATM Incident Reporting (EVAIR) safety bulletins
based on voluntary reports of pilots in Europe. Current miti-
gation action implemented in commercial aircraft consists in
the installation of on-board avionics providing less-precise
backup navigation, e.g., conventional NavAids and Inertial
Reference Unit (IRU) during loss of GNSS. Implementing
additional interference mitigation solutions as those surveyed
by us here can enhance the GNSS receiver performance
and improve the safety of passengers.The use of conven-
tional NavAids has been for example studied in the ref-
erences given in Table I for non-GNSS solutions. Some
IRU-based solutions for aircraft were described in [16].
However, these are outside the scope of our paper, as
the focus here is on modern aircraft navigation solutions,
based on GNSS.

Another kind of interference in SatNav is spoofing, namely
the counterfeit transmission of GNSS signals radiated by
a user, either intentionally malicious or unintentionally. A
spoofer can make the aircraft to navigate using the counter-
feit signal instead of the true one transmitted by the satellites,
thus the aircraft might be re-routed on a wrong route and might
create serious safety hazards to passengers and pilots. The con-
sequence of GNSS spoofing [17] is a misleading information,
i.e., an integrity issue, leading to higher severity hazards than
jamming. The reported events of GNSS spoofing in aviation
are still rather rare, but more and more spoofing incidents have
been observed from land observations units over the past years.
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Fig. 2. GNSS three-segment architecture.

The low incidence of reported spoofing events is also partly
due to the fact that such spoofing events cannot be reported
by pilots because the spoofing is not currently detected or
monitored on-board of the aircraft.

Therefore it is crucial to endow the future aircraft with the
capability to detect, localize, mitigate and possibly classify
the presence of a jamming or a spoofing signal. our survey
paper gives a comprehensive overview into these interference
management issues.

In addition to the safety and security aspects, if proper
interference management is performed, the reduction of the
number and duration of GNSS outages, and their associated
traffic disruption events, will reduce the number and duration
of flight delays, diversions and cancellations, and thus it will
produce an increase of capacity.

B. Brief Description of SatNav Principles

The existing SatNav systems are composed of three seg-
ments: Space Segment, Control Segment and User Segment,
as illustrated in Fig. 2. The Space Segment comprises the set
of satellites in the space, while the Control Segment monitors
the satellite operations and uplink (i.e., from ground to the
satellite) commands if necessary, such as orbit or time cor-
rections. The User Segment covers the equipment required to
receive the satellite signals, e.g., a GNSS receivers installed
on board of an aircraft, and computes the Position Velocity
and Time (PVT) solution.

Each GNSS satellite transmits signals at several L-band
frequencies between 1 GHz and 1.6 GHz approximately. The
frequencies bands and their specific terminologies (i.e., L1,
L2, G1, G2, etc.) of the global SatNav systems are depicted in
Fig. 3. These bands are shared with other Aeronautical Radio

Navigation Service (ARNS) and are known to the GNSS com-
munity under the name of Radio Navigation Satellite Service
(RNSS) bands. We remind the reader that the SatNav is a wider
term, encompassing the GNSS core constellation, the aug-
mentation systems, and the local satellite systems. However,
as all these additional systems rely on the same basic prin-
ciples as GNSS, the terms SatNav and GNSS will be used
interchangeably for the rest of the paper.

Some of the GNSS frequency bands are protected for gov-
ernmental or commercial uses, such as the L2 for GPS or
E6 for Galileo. It means that only authorized devices can use
them. Other broadcast signals from the satellites are accessi-
ble to all GNSS receivers, meaning that they share some of
the open bands, such as L1 for GPS or E1 for Galileo. Each
GNSS signal is composed of.

1) Carrier: It is a radio-frequency sinusoidal signal that
carries the data information at a determined frequency band
in order to transmit the information through space as an
electromagnetic wave.

2) Ranging Code or Spreading Code: It is a binary code,
called Pseudo Random Noise (PRN), that has properties of
a random signal. The different PRN codes are designed to
have good auto-correlation properties but almost zero cross-
correlation, thus, they allow the different satellites to transmit
at the same time and frequency, as in Code Division Multiple
Access (CDMA) concept used in communications [31]. The
good correlation properties enable precise time measurements
that translate into precise range measurements from the satel-
lite to the receiver. Different codes of different lengths are
used for each signal of each SatNav system.

3) Navigation Data: It is a message that contains
information about the satellites, most importantly being the
health status, the satellite position information at a given
time (ephemeris), the satellite clock bias, the almanac (a
reduced-precision ephemeris), and additional complementary
information. The navigation message uses a much smaller data
rate than the spreading code.

More details about GNSS signals and their composition can
be found for example in [32] and [33]. An unified mathemati-
cal analysis for all GNSS modulations used in the GNSS open
frequency bands can be found in [34].

The SatNav positioning is based on distance measurements
through the so-called trilateration mechanism, when three
measurements are used, or multilateration mechanism, when
more than three measurements are used. Assuming that perfect
time measurements are available, we can write the following,

r (k) = c ·Δt(k), (1)

where r (k) is the distance between the k-th satellite and the
GNSS receiver, c is the speed of light and Δt(k) is the time it
takes the signal to travel from the k-th satellite to the receiver.
Thus, the true geometric distance r (k) can be computed from
the signal’s propagation time. The propagation time at its turns
is obtained from the correlation of the incoming PRN code
with its local replica.

The range r (k) in equation (1) is ideal, without error. In
practice, both the receiver and satellite clocks have certain
biases, deteriorating the range estimate. We denote the receiver
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Fig. 3. GNSS frequency bands for GPS, Galileo and Glonass. It also shows which specific bands are used for other Aviation Radio Navigation systems,
such as beacons-based navigation.

clock bias by τu and the satellite clock bias by τs . Further
errors are caused by the propagation channel, such as the
random delays introduced by the troposphere and ionosphere,
multipath delays, etc. Thus, the measured range differs from
the true geometric range. The measured range from the k-th
satellite to the GNSS receiver is called a pseudorange ρ(k)

and it can be expressed by

ρ(k) =

√
(x (k) − xu)2 + (y(k) − yu )2 + (z (k) − zu )2

+c · τu + ζ, (2)

where (x (k), y(k), z (k)) and (xu , yu , zu ) denote the k-th
satellite’s position and the user position (in Cartesian coor-
dinates), respectively, and ζ is a lumped sum of the rest of
the errors occurring during the wireless propagation, such as
satellite clock bias, the atmosphere effects, the multipath, the
interference, and the background noise. The satellites positions
(x (k), y(k), z (k)) are transmitted in the navigation message.
Therefore, the only unknowns in the equations are the user
position (xu , yu , zu ) and the receiver clock bias τu . Thus,
we need at least four satellites to compute four pseudoranges
and to be able to determine the four unknowns of the system
of equations (2). These non-linear equations can be solved
by employing closed-form solutions (e.g., Least Squares),
iterative techniques based on linearisation (e.g., iterative Least
Squares) or various types of Kalman filters (e.g., extended
Kalman filter). The receiver position solution (2) is given
in Cartesian coordinates. Then these Cartesian coordinates
are transformed to geodetic coordinates; the geodetic system
presents the location on the earth by its latitude, longitude,
and altitude. For more details about how the user position is
determined and about the various sources of errors in GNSS,
the reader is referred to [32] and [33].

C. Brief Description of the Main Blocks of a SatNav
Receiver

The main objective of a SatNav/GNSS receiver is to
determine the PVT solution based on the received sig-
nals coming from the constellation of different satellites in
view. Fig. 4 shows the block diagram of a typical SatNav
receiver.

1) Antenna(s): The antenna is the first element in the GNSS
receiver chain. Its aim is to collect the transmitted signal by
the satellites and to make it available for the rest of the receiver
blocks. Multiple antennas or antenna arrays are also possible
in GNSS. A good survey of the desired features for GNSS
antenna arrays can be found in [35]. Some authors consider
the antennas as a part of the receiver front-end block, but
in the case of multi-band GNSS, antennas tuned to a cer-
tain frequency band may come with its own front-end, thus
we have plotted antennas and front-end as separate entities in
Fig. 4.

2) Front-End: It is the block after the GNSS antenna, typ-
ically composed of a band-pass filter, a low-noise amplifier,
a frequency converter either to an intermediate frequency or
to the baseband, and possibly additional filtering stages (e.g.,
anti-aliasing filters).

3) Analog-to-Digital Converter (ADC): The ADC separates
the analog waveform from the digital samples and performs
the analog-to-digital conversion. The signal at the output of
the ADC block is the signal in the so-called pre-correlation
domain, i.e., before any correlation is performed at the receiver
side. As we will show later on, most of the methods that
deal with interference in SatNav are implemented in the pre-
correlation stage. Strictly speaking, the ADC also belongs to
the front-end, but since it plays an important role in separating
the front-end techniques from the pre-correlation techniques,
we decided to emphasize it separately in the block diagram of
Fig. 4.

4) Acquisition Module: The objective of the acquisition
module is to determine the satellites in view of the receiver
and to calculate a rough estimate of parameters needed in
PVT computation, such as the index of the satellites, also
called Spatial Vehicles (SVs) in SatNav terminology, the
coarse time-delay estimate from the satellite to the receiver,
and the coarse Doppler shift estimate of the satellites in
sky. These estimates will be used by the tracking modules
as initial values. Acquisition in GNSS relies on correla-
tions between the received signal and several time-shifted and
frequency-shifted PRNs code replicas at the receiver. Good
surveys about the GNSS acquisition can be found for example
in [36]–[38].
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Fig. 4. Simplified block diagram of a typical SatNav receiver. The different stages shown in white boxes (front-end, pre-correlation, post-correlation, and
navigation) also reflect our topology of the interference management approaches.

5) Tracking Module: The main goal of the tracking module
is to refine the initial time-delays and Doppler shifts provided
by the acquisition module, and to continuously track changes
in any of these values. The tracking of a satellite starts only if
the acquisition is successful, as some visible satellites may fly
at very low orbits with respect to the receiver position on Earth
or be in Non Line of Sight (NLOS) conditions, i.e., absence
of a direct Line of Sight (LOS) between the satellite and
receiver due to the presence of tunnels, buildings, trees, etc.
During the tracking stage, accurate time-delay and Doppler
shift estimates from each satellite in sky are continuously
obtained, allowing the GNSS receiver to follow the dynamics
of the aircraft. As at least four satellites are needed to form
a position estimate, there should be at least four tracking
channels in parallel, each tracking channel corresponds to one
satellite.

6) Navigation Module: The aim of the navigation module is
to solve the aircraft PVT solution, based on the values tracked
by the tracking module and combining the information coming
from all available satellites in sky.

The next section discusses in more detail the different
interference types in SatNav.

III. INTERFERENCE OVERVIEW

A. Interference Definitions and Classifications

Interference can be defined as any disruption of an elec-
tronic system or device due to external electromagnetic
emissions at a Radio Frequency (RF) of interest, according
to [39]–[41]. We remind the readers that the RF bands relevant
for GNSS were shown in Fig. 3.

Interference can be classified according various different cri-
teria. We adopt here a classification similar to [39]–[42]. This
classification is shown in Fig. 5.

A top-level classification is according to the source of the
interference, namely artificial versus natural interference [40].
In the artificial case, the interference is produced by var-
ious wireless transmitters, while in the natural case, the
interference is due to various wireless channel effects.

Fig. 5. Interference top-level classification.

Artificial interference can be further classified into inten-
tional or unintentional interference, according to whether it
was generated by a malicious transmitter or not. Intentional
interference include jamming, spoofing, and meaconing.
We further categorise unintentional interference into adja-
cent channel and co-channel interference. Adjacent channel
interference is due to a RF emission into a different chan-
nel that leaks energy into the channel under consideration,
e.g., inter-modulation products. Co-channel interference is
caused by an emission of a transmitter that uses the same
channel, e.g., radio resource allocation problem or cross-talk.
Natural interference is due to interactions of the RF wave
with obstacles on the wireless channels (e.g., through reflec-
tion, diffraction, refraction, scattering, scintillation, etc.). This
can cause multi-path propagation (i.e., delayed and attenuated
copies of the same signal), or ionospheric and tropospheric
delays and attenuation. Space weather effects in the iono-
sphere, causing scintillation, are an other source of natural
interference that are specific for satellite communication and
navigation systems. Fading, shadowing, and Doppler effects
over the wireless channel can also be seen as a form of natural
interference, in Fig. 5 we collect them under the terminology
of Other. The bottom level in Fig. 5 gives examples belonging
to the different interference classes. For works on mitigating
the effects of natural interference we refer to [43]–[45].

The main emphasis of our paper is on intentional
interference, as emphasized in Fig. 5. Jamming refers to broad-
casting interference signal(s) deliberately into the frequency
bands of the signal of interest, typically at a higher power
compared to the signal of interest. Spoofing refers to the
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situation when a transmitter, typically installed on the
ground, is sending counterfeit signals towards the receiver
with the effect of tricking its user. Meaconing is a par-
ticular case of spoofing, it refers to re-broadcasting (i.e.,
‘copying’) an authentic navigation signals by a malicious
transmitter.

The unintentional interference includes for example out-
of-band emissions of other RF systems, that are commonly
harmonics of broadcast systems, but also signal leakage from
Ultra-Wideband (UWB) systems, personal electronic devices,
or RF systems installed close to the receiver. Many uninten-
tional interferences can be still modelled as a ‘jammer’, thus
jamming countermeasures are also applicable in the context
of dealing with unintentional interference.

B. Literature Landscape on Intentional Interference in GNSS

This section introduces the intentional interferences in more
detail and presents briefly the existing works that overview
the topics of jamming and spoofing. Studies around jam-
ming occur in a much wider context than spoofing, as the
disruption of a radio link is much easier than manipulating
the information link carries; whereas spoofing is specific to
GNSS.

1) Jamming in the Literature: Jamming is the simplest-to-
generate attack against SatNav systems among the artificial
interferences. GNSS jammers broadcast an interference signal
in one or several of the frequency bands used by the GNSS
signals. This attack can be categorized as Denial of Service
(DoS) attack, since the true GNSS signal transmission is not
modified or altered. The true signal is still available but it is
masked by the jammer signal, whose power is usually orders of
magnitude higher than the signals coming from the satellites.
The GNSS signals coming from the satellites are below the
noise level, because of the large transmitter–receiver distance
(around twenty thousand kilometre) that causes a high signal
attenuation.

The legislation regarding the use of jammers has not yet
been harmonized worldwide. A recent survey [46] showed that
in Europe there are active efforts towards making the use and
possession of jammers illegal, but the legal provisions are still
scattered and non-unified, especially at worldwide level.

There is not a single classification for jamming signals. A
possible classification is given in [47] and [48], in which the
jammer signals are split in four classes according to the diffi-
culty of detecting them. More details on jammer signals types
will be given in Section IV.

Jamming has been previously studied in various
contexts. Surveys on jamming attacks and possible coun-
termeasures are available in the contexts of Wireless
Sensor Networks (WSN) [49]–[52], Multi Hop Wireless
Networks (MHWN) [53], Orthogonal Frequency Division
Multiplexing (OFDM) communications [54] and Long-
Term Evolution (LTE) cellular communications [55].
Potential benefits of jamming in WSN have also been
surveyed [56].

While works that survey the field of jamming in SatNav are
not available, the studies in [48], [57]–[60] give nonetheless

a good overview of issues caused by jamming and potential
solutions as detailed below.

The authors of [48] address the negative impact of jam-
ming on the GNSS receiver performance and present three
classes of jamming detection: at Automatic Gain Control
(AGC) level, at digital pre-correlation signal processing level,
and at post-correlation domain level. However, no comparative
performance analysis between these three different detection
classes is provided, the main take-away message being that
the interference detection can be done at different stages of
the receiver.

Gao et al. [57] give a broad overview about increasing
the robustness of GNSS in the presence of jamming and
discuss INS/GNSS-coupled navigation, spatial filtering, and
time-frequency filtering vector tracking. Again, no compar-
ative performance between the different algorithms is given
and the conclusions state that any of the studied approaches is
beneficial for GNSS and they can detect or mitigate jamming.

Jamming mitigation based on beamforming techniques with
multi-antenna GNSS receivers is the focus of [58]. While all
the tested multi-antenna Controlled Radiation Pattern Antenna
(CRPA) techniques are shown to be much better than single-
antenna techniques, no winning technology among the studied
beamformers was selected. Amin et al. [59] discuss the use
of sparse arrays and sparse sampling to mitigate jamming
in the context of GNSS. They use a co-array framework
on single and multiple-antenna/CRPA receivers for improved
beamforming, in order to estimate the jamming signal’s Angle
of Arrival (AoA) and to suppress it. In [60] the localiza-
tion of jammers is addressed, and different approaches based
on AoA, Time Difference of Arrival (TDoA), Frequency
Difference of Arrival (FDoA) and Received Signal Strength
(RSS) were described and compared qualitatively. No quan-
titative analysis in terms of performance metrics was
provided.

2) Spoofing and Meaconing in the Literature: Spoofing is
a more complex attack against SatNav systems than jamming.
Spoofing attacks simulate or modify the true GNSS signals and
rebroadcast it back. By doing this, the attacker can modify the
PVT solution at his/her will. The awareness about the vulner-
ability of satellite positioning to signal forgery dates back to
2001–2003, with the well known Volpe report [61] and the
paper [62]. But it is in the last ten years, since the proof
that a spoofer fooling the civil GPS signals can be developed
with low cost components [63], that the public interest has
raised and literature production about GNSS spoofing aspects
has significantly increased. More details on spoofing sig-
nals types and their mathematical models will be given
in Section IV.

In chronological order, [64]–[71] represent in the authors’
opinion the most updated technical surveys currently available
on the topic of spoofing. In these works it is possible to recog-
nise a common approach to address the subject: the type of
forgery is discussed first, by describing a) the possible alter-
ations induced on the GNSS signals and b) the Hardware (HW)
and Software (SW) ways to inject them, together with consid-
erations about the technical difficulties to execute the attack.
Secondly, the vulnerability of the state-of-the-art signals and
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receivers is addressed. Finally, the vast panorama of the coun-
teracting measures is investigated and classified according to
various metrics.

Understanding the mechanism for which the spoofer can
introduce false information in the received signal is the first
step to design proper countermeasures. For this reason all
the previous surveys discuss a classification of the possible
characteristics of the falsified signal, in terms of:

• methods and technologies to generate it [64],
• options to inject it in the received signal

ensemble [64], [65],
• modifications induced on the received

signal [65], [69]–[71],
• assessment of the level of technical difficulty to carry the

spoofing attack [65], [69], [71].
The studies [65], [69], [70] provide the mathematical for-

mulation of various types of attacks, leading to their clas-
sification [65], [71]: the major distinction is made between
meaconing and various options of spoofing, which basically
differ for either the signal content they aim at altering, or the
strategies they implement to achieve their goals. The classifi-
cation adopted here follows, in a slightly simplified manner,
the mentioned references.

The complexity of the equipment setup necessary to carry
out a GNSS spoofing attack is recognized as a non-negligible
factor in the assessment of the potential danger: attacks with
high level of associated complexity are less likely to be imple-
mented on a large scale, or to low-revenue (under the spoofer’s
perspective) applications. In this light, [65], [69], [71] discuss
evaluations of costs/difficulty associated to different kinds of
attack.

The vulnerability of a receiver to a spoofing attack is
explicitly addressed in [64], [65], which analyse the condi-
tions in which a receiver may be deceived by false signals.
Reference [64] investigates the vulnerability of the signal
structure, identifying which signal components could be vic-
tims of forgery, namely the data bits and the pseudorange
measurements. To obtain its goal, the malevolent spoofer takes
advantage of the vulnerability of the civil GNSS at the sig-
nal processing level, since the signal structure is publicly
known.

The survey [65] identifies the receiver vulnerabilities
depending on the signal processing stage in which the receiver
operates at the time of the onset of the attack; from that anal-
ysis, the tracking stage results the less vulnerable condition
for a receiver, while the cold start offers the widest opportu-
nities to the spoofer to succeed. This is the reason for which
a feasible spoofing scenario often includes a preliminary jam-
ming phase, used to force the receiver in a re-acquisition phase
which leaves more room to vulnerability. In this light, [65]
highlights the significant difference between tracking receivers
and snapshot receivers; the former continuously estimate the
frequency, delay, and phase of the signal, i.e., they extensively
use prior knowledge about the signal; on the contrary the later
sample the incoming signal in non-adjacent time windows and
use each ordered set of samples to produce an estimate of the
signal parameters. As a consequence, with respect to vulner-
ability, snapshot receivers behave like the acquisition stage of

tracking receivers, and so they are particularly vulnerable to
spoofing [65].

What is apparent from all the mentioned surveys is that in
most cases vulnerability is a matter of lack of cross-checks
and monitoring measures: since spoofing attacks realistically
leave traces, the winning game should be the implementation
of a number of “check points” in the receiving chain, where
different metrics can be monitored in order to extract clues on
the presence of non-authentic signals [40].

Finally, with a remarkable effort of correlating the many
aspects discussed so far, [69] presents an instructive assign-
ment of ‘implementation costs’ to spoofing attacks and defence
techniques, also ranking the effectiveness of each technique
against each attack; in this way a receiver manufacturer should
be enabled to decide which spoofing defence to implement
in its receiver, consciously trading-off among implementa-
tion costs, achievable level of protection and likelihood of the
non-protected attacks.

C. Classifications of Interference Management Solutions
in GNSS

We start this section with a classification of countermea-
sures to GNSS interference and conclude our overview with
the possible countermeasures to interference. The discussion in
this sub-section is also summarized in Fig. 6, which explains
in a visual manner in which sections of this paper we address
each countermeasure.

One possible classification of the interference countermea-
sures found in the literature is the following: a) countermea-
sures at the user level and b) countermeasures at the system
level.

User-level techniques represent the huge majority, because
they are built on the algorithms implemented in the receivers,
as a product of the designers’ ingenuity. Such techniques
are first identified as detection or mitigation techniques,
where the former category refers to algorithms that focus
on discriminating between interference and the desired sig-
nals without performing countermeasures, while the latter
“neutralizes the detected spoofing signals and helps the vic-
tim receiver to retrieve its positioning and navigation abili-
ties” [64]. The first stages towards applying a countermea-
sure to the interference present in GNSS are the modeling
of various possible interference classes and the interference
detection, shown in Fig. 6. The next steps, also illustrated
in Fig. 6 and ordered from lower to higher capability are
direction finding/localization, characterization/classification,
monitoring/mitigation. The classification shown in Fig. 6
is also similar to the one in [70], where the authors use
detection, characterization/classification, monitoring, and miti-
gation. The purpose of each of the stages illustrated in Fig. 6 is
as follows.

1) Interference Modeling: refers to the ability of modeling
the interference mathematically, according to certain parame-
ters, such as the interference bandwidth, interference carrier
frequency, etc.

2) Interference Detection: refers to the ability to detect the
presence of an interferer in the useful signal. The jammer
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Fig. 6. Stages in dealing with artificial interference in Satellite Navigation. These stages are also reflected in the structure of Sections V-VIII of this paper.

detection problem can be typically reduced to the classical
detection problem of a signal in noise [72], [73], where the
jammer becomes the ‘useful signal’ and the GNSS becomes
the ‘noise’. The spoofing detection is a matter of smarter signal
processing than the jammer detection, based on the idea that
the perfect forgery is practically unfeasible and the injection
of non-authentic signals in a receiver leaves traces [74]–[76].
Such traces can be detected with astute signal processing
methods, as described later in Section V.

3) Interference Direction Finding: refers to the ability of
finding the angles or directions of the interference source. Such
information could help for example in blocking all sources
coming from that particular direction.

4) Interference Localization: refers to a more accurate esti-
mation of the interference source, in terms of its accurate
latitude, longitude, and altitude. Knowing the exact location of
the interferer can enable robust interference removal methods,
such as governmental procedures to get rid of the interference
sources coming from that particular location;

5) Interference Classification: refers to the ability of
acquiring knowledge about the type and characteristics of
the interferers (e.g., carrier frequencies, modulation types,
etc.). Such knowledge can enable more efficient interference
mitigation algorithms;

6) Interference Mitigation: refers to various methods of
diminishing or cancelling out the interference. This step can
be in fact use in conjunction with any of the above-mentioned
steps, or it can be also applied as a separate step.

We remark that some of the steps illustrated in Fig. 6 can
be skipped out completely, according to the designer and to
the operation conditions and assumptions. For example, in the
case of a dual-frequency GNSS receiver where the interferer
affects only one of the two frequencies, the receiver can oper-
ate only with an interference detection scheme: if the detector
indicates that the interference is present in only one frequency
band, the receiver will switch to a single-frequency opera-
tion, otherwise the receiver will operate in a dual-frequency
mode. An other example is to find the direction of the Radio
Frequency Interference (RFI) source and suppress its signal
through beamforming. In that case, localizing the source might
not be necessary anymore.

Among the system-level techniques, it is worth mention-
ing the European system Galileo, which plans to introduce an
authentication service in some of its signals, so as to imple-
ment a system-level anti-spoofing approach. A description of
the principles of the cryptographic defence which is at the
basis of the authentication services can be found in [70],
while [71] offers deeper details on specific techniques, in par-
ticular the Navigation Message Authentication (NMA) and
Spreading Code Authentication (SCA); it also presents an
interesting threat analysis, i.e., an evaluation of the robustness
of such techniques against a list of types of attack. Also the
GPS standardization committee has recently started to work
on the definition of an authentication component for its newer
L1C signal, a modernized civilian signal in L1 frequency band.

Another possible classification of interference countermea-
sures or management solutions is according to the block dia-
gram in Fig. 4, where the classification of the countermeasures
follow the GNSS receiver stages, namely:

• Front-end techniques,
• Pre-correlation techniques,
• Post-correlation techniques,
• Navigation techniques.

In our paper we will group the following sections accord-
ing to the top-level classification shown in Fig. 6, and
then, under each section, we will follow the algorithm
classification according to the receiver stages shown in
Fig. 4, as, in our opinion, such approach gives the clearest
understanding to a potential designer regarding the interference
countermeasures.

D. Current Gaps in the Existing Literature

Table II summarizes the main existing surveys and articles
on GNSS interference management solutions and compares
the work provided in our survey with existing work. Empty
entries in the table means a not-available or not-applicable
information.

As seen in Table II, typically, the existing surveys focus
on only one of the two main interference types (i.e., jam-
ming and spoofing) in GNSS and very often only one or two
steps of the four interference countermeasures illustrated in
Fig. 6. A few studies cited in Table II also address co-channel
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TABLE II
SUMMARY OF RELEVANT WORK ABOUT GNSS ARTIFICIAL INTERFERENCE. THE ✓ AND ✗ SYMBOLS IN THE SECOND COLUMN

CORRESPOND TO THE REFERENCES LISTED IN THE FIRST COLUMN

and adjacent channel interference in GNSS. Less than one
fifth of the listed surveys in Table II focus on aircraft-oriented
interference countermeasures and no literature survey exist, to

the best of the authors’ knowledge, that summarizes the vari-
ous interference types encountered in GNSS and that explicitly
deals with the four stages to counteract this interference,
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namely detection, localization, classification, and mitigation.
For clarity, we have lumped together the direction finding and
localization algorithms, as the direction finding can be seen as
a particular case of the localization (when only the interference
direction is estimated, but not its exact location).

Ioannides et al. [70] study the impact of jamming and
spoofing on critical infrastructure relying on GNSS. They
also overview several detection and mitigation measures at
receiver and system-level and they discuss policy and regula-
tory actions. However, no performance metrics are investigated
in [70] and no comparative performance analysis between dif-
ferent algorithms is given. The conclusions in [70] is that
jamming and spoofing are major threats in GNSS nowadays
and that there is a high need in the research communities to
study and provide efficient countermeasures to them in the
future.

By contrast with the published related work over the 15
last years, as summarized in Table II, our survey addresses
in detail various algorithms proposed to deal with any type
of interference in GNSS and discusses their suitability for
various interference types as well as their suitability to be
used in aviation context. In addition, unified mathematical
models of GNSS interference and performance comparisons
between several algorithms based on similar performance met-
rics are lacking from the current literature and our survey also
addresses this lack.

IV. MODELLING ARTIFICIAL INTERFERENCES

Let us consider the signal r(t) reaching a GNSS receiver
on-board of an aircraft. Such a signal can be modeled
generically as

r(t) = g(t) + j (t) + s(t) + ξ(t), (3)

where g(t) represents the signals of interest for the GNSS
receiver transmitted by the GNSS satellites, j(t) is a possi-
ble jamming signal including adjacent-band interference (e.g.,
harmonics from other systems close to GNSS bands) and s(t)
denotes a possible spoofing signal. The background noise over
the wireless propagation channel is modeled as AWGN and
denoted by ξ(t).

A. Jamming Signal Models

According to literature, e.g., [47] and [48], the following
jammer classes can be encountered. The first four classes are
classified according to the difficulty to detect them, from low-
est to highest difficulty, while the last one incorporates the
jammer types not fitting in the first four classes.

1) Class I, Continuous Wave (CW) Jammers: The simplest
type of jammers and the most studied ones are those based on
CW modulation. CW modulations typically refer to signals
with bandwidth up to 100 kHz. CW class includes the ampli-
tude modulated and frequency modulated jammers, and they
typically are the easiest jamming signals to deal with. Class I
includes the single-tone and multi-tone jammers. A multi-tone
jammer, see Eq. (5), consists of k = 1, . . . ,K of single tones
(Eq. (4)) and is characterized by PJk , fJk and θJk , the power
at the antenna, and the corresponding frequency and phase

of the k-th jammer component. In addition, the class I also
includes single- and multi-tone Frequency Modulation (FM)
jammers (see Eq. (6) and (7)), for which the frequency is
time dependent. This incorporates βk into the signal model,
the modulation index of the k-th tone.

2) Class II, Single Saw-Tooth Chirp Jammers: The sec-
ond category of jammers contains signals whose frequency is
modulated linearly over time. They are constructed by sweep-
ing linearly through a certain frequency range in a certain
time period after which the process is started again at the
initial frequency. They are also known as swept CW sig-
nals, or simply (saw-tooth) chirp jammer. As a side note,
this type of jammers have a similar mathematical modeling
as the signals used in most radar systems, but with a different
carrier frequency. Class II contains linear FM signals (saw-
tooth chirps), here also named Single Chirp for the sake of
brevity. The Single Chirp is modeled by Eq. (8). The param-
eters are the jamming power PJ , the starting frequency of
the sweep fJ (at time Tsweep = 0), the minimum and max-
imum frequency of the frequency sweep fmin and fmax and
the sweep period Tsweep, which is the time it takes the jam-
mer to sweep from fmin to fmax. The variable b = ±1 is a
flag determining if we have an up-chirp (b = 1) or a down-
chirp (b = −1), θJ denotes the initial phase of the jammer
and fq (t) = 2πfJ t + πb

(fmax−fmin)
Tsweep

t2 is the instantaneous
frequency of the jamming signal.

3) Class III, Multi Saw-Tooth Chirp Jammer: A third cat-
egory of jammers is the category of multi saw-tooth chirps,
representing the weighted sum of two or more single-chirp
jammers, transmitted at the same time. Class III includes
multi-component linear chirp signals, named as Multi-Chirp
in Table III. The parameters of Eq. (8) are: bk , a flag (±1)
indicating an up or down chirp; fJk the frequency of the k-th
chirp and θJk , the initial phase of k-th chirp.

4) Class IV, Chirp Signals With Frequency Bursts: A fourth
category of jammers is the chirp with frequency bursts, when
the frequency bursts are used to expand the frequency band
affected by the jammer. The jamming signals in class IV are
also frequency modulated signals, but the modulating signal
takes more complex functions. The signals of class IV are
described by Eq. (9). The main parameter for a class IV jam-
mer type is the instantaneous frequency of the jamming signal
fq (t), which typically has a periodic pattern.

5) Class V, Other Jammer Types: This class of jammers
contains the jammer type not fitting in any of the above men-
tioned classes, such as jamming signals that are active only
during repetitive periods of time with an active period of a
pulse called ‘duty cycle’ (these are the DME-like or pulse
jammers), or narrowband noise jammers.

The corresponding baseband models of these jammer
classes are given by us in Table III in a unified manner.

An example of the Power Spectrum Density (PSD) and the
corresponding spectrogram of a single Amplitude Modulation
(AM)-tone jamming signal at 1.023 MHz is shown in Fig. 7(a)
and Fig. 7(b), respectively. An example of the PSD and spec-
trogram for multi-tone FM is shown in Fig. 7(e) and Fig. 7(f),
respectively. The PSD and the spectrogram of an up-chirp jam-
mer with 10.6 MHz sweep range and 8.64μs sweep period,
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TABLE III
JAMMING SIGNAL MODELS. THE SUBSCRIPTS IN THE CASE OF SINGLE-COMPONENT SIGNALS ARE DROPPED FOR CLARITY

is shown in Fig. 7(g) and Fig. 7(h). The PSD and spectro-
gram for a dual-chirp and a multi-chirp signal are illustrated
in Fig. 7(i), Fig. 7(j), Fig. 7(k) and Fig. 7(l), respectively.
Comparing the PSDs of the multi-chirp with that of the single-
chirp in Fig. 7(g), we can observe that their PSDs cannot be
distinguished and, thus, we cannot pinpoint the type of a chirp
signal based on solely on the spectrum. This is due to the
fact that chirps are non-stationary signals. Only time-frequency
analysis, such as the spectrogram, can help distinguishing dif-
ferent chirps. From class V type of jammers, we exemplify a
pulsed tone (or DME-like) jammer and a narrowband jammer.
The DME-like jammer refers to interference signals that are
active only during repetitive periods of time. The active period
of a pulse is called duty cycle. This jammer type is modeled
by Eq. (10), where pτ (t) is a rectangular pulse of width τ
(the duty cycle), fr is the pulse repetition frequency, δ(t) is
the Dirac pulse and ⊗ is the convolution operator. Fig. 7(m)

and Fig. 7(n) show examples of the PSD and the spectro-
gram for DME-like jammers. Last but not least, a narrowband
jammer is a generic jammer with a narrowband spectrum,
obtained for example by transmitting a previously modulated
RF carrier wave with random amplitude or frequency changes.
The narrowband-noise jammer can be modeled as shown in
Eq. (9), where β is the modulation index and n(ζ) represents
a stationary random process with zero mean and σ2ζ variance.

B. Spoofing and Meaconing/Repeater Models

The authors of [64] identify three classes of spoofing
generation techniques, derived from [106].

1) Simplistic Spoofing Attacks: The simplest spoofing
attacks against GNSS can be carried out by means of a
GNSS signal generator connected to a transmitting antenna.
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Fig. 7. Spectra and spectrograms of common jamming signals in baseband. All graphs contain a signal mixture of jamming signal and Galileo E1 signal,
where the C/N0 is 50 dB and the JSR is 40 dB.

A receiver could be fooled by such signal generator, espe-
cially if the target receiver is jammed and forced to reacquire
the satellites. Such spoofing attack may be quite expensive,
due to the fact that it requires specific HW such as a GNSS
signal generator, which can be expensive (e.g., up to hundreds
of thousands of dollars) and it is not easily portable. In addi-
tion, such attack can be easily detected, since generally it does
not synchronize the spoofing signals with the signals from the
GNSS satellites in view. Therefore pseudorange, C/N0 and
Doppler jumps can occur and inconsistencies can be found
to signal a spoofing attack. In the civil aviation context, such
non-aligned signal ensemble received from a distant spoofer
could be a possible scenario because of two reasons: 1) the
fine alignment of the forged signals with respect to a very dis-
tant user in movement is difficult to achieve; 2) the spoofing
attack could address non-civilian targets while just erroneously
reaching civilian ones.

2) Intermediate Spoofing Attacks: This category contains
more complex attacks than the previous one. They combine a
GNSS receiver with a digital processor and a transmitting RF
front-end. The spoofer is able to synchronize the frequency
and align the code-phase between the real and the counterfeit
signals. When the signals from the satellites are tracked by the

attacker receiver, the attacker receiver has a perfect knowledge
of both the Doppler shift and the spreading code delay of the
legit satellite. In principle, any GNSS receiver, properly mod-
ified, can be converted into a spoofer device. This type of
spoofer is able to adjust the signal strength of the counter-
feit signals, in order to simulate signal levels compatible with
satellite transmissions. The aircraft receiver is not able to dis-
tinguish the counterfeit signal from the genuine one, since the
spoofer accurately reproduces the code phase, frequency, and
navigation data bits. The navigation bit reproduction requires
a procedure of bit prediction and estimation to perform the
attack in real-time. Today an intermediate spoofing attacks can
be built with SW parts and RF components readily available
on the market for limited cost; nonetheless, a deep knowl-
edge of GNSS signal processing is required to correctly setup
the signal processing chain. In the civil aviation context, such
kind of attacks is less probable for the time being, because:
1) the fine signal alignment requires the on-board presence
of a cumbersome equipment, to receive, process and rebroad-
cast the forged signal; 2) if the forgery source is distant from
the aircraft, the compensation or the aircraft dynamics can
be quite difficult; 3) GNSS jamming and spoofing monitors
should be installed and active in the airport area, where either
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TABLE IV
SPOOFING BASEBAND SIGNAL MODELS

the aircraft could be still or the take-off/landing paths are more
predictable.

3) Sophisticated Spoofing Attacks: Sophisticated spoofing
consists of a coordinated and synchronized attack carried out
by different spoofing devices [106]. This type of attack is
the most complex to implement and deploy, and the most
expensive and difficult to perform. It is also the hardest to
defend against. In this attack, the spoofing devices act as
a beamforming antenna array, simulating the different AoAs
for different satellites. This can be accomplished either by
keeping each spoofer fixed and transmitting the signals of all
satellites with appropriately calculated delays compatible with
the receiving antenna, or by having each spoofer transmitting
the signal of exactly one satellite and mechanically moving the
spoofer around the target receiver. Implementing sophisticated
attacks based on multiple intermediate spoofers is possible,
but very hard to manage. In the civil aviation context, as well
as in many other contexts, the likelihood of such an attack is
considered particularly low, because of the technical complex-
ity required by the implementation and the logistic problems
implied by the simultaneous operation of multiple spoofing
devices, especially in dynamic scenarios.

4) Meaconing: Meaconing is a particular case of spoof-
ing, consisting in the interception and re-broadcast of true
GNSS signals (or the recording and playback) with enough
gain to overwhelm the true signal at the target antenna. This
attack does not modify the signals, so the target receiver’s PVT
solution becomes the PVT solution of the meaconer, with a
rebroadcasting delay. Although the arrival of the signal at the
target GNSS receiver is delayed, the aircraft receiver might
not be able to compute its true PVT solution. Through a mea-
coning attack even an encrypted GNSS signal (such as the
military L2 in GPS or E6 in Galileo) can be attacked, since a
meaconing attack only rebroadcasts the authentic signals. This
kind of attack is generally easy to implement, since it only
requires a few RF components. In the civil aviation context,

meaconing has a certain probability of being encountered, not
only as an attack explicitly targeting the aircraft, but also
as an ‘uninformed’ interference caused with other purposes.
For example, if the GNSS repeaters used in hangars are not
accurately shielded electromagnetically, they can be perceived
as ‘uninformed’ meaconers in airport areas. Also anti-drones
meaconers in military sensible zones (e.g., borders, contended
sea areas) could affect civil aircraft along their flights.

Table IV summarises the mathematical models of the signals
generated by the various types of spoofers discussed above.
The given equations refer to the signal model for one forged
satellite at a time; to be effective, spoofers simultaneously
produce many such signal models, one for each satellite in
view.

Eq. (12) shows the signal model for a simplistic spoofer
attack, where Ps is the spoofer power, mimicking the power of
the authentic satellite signal; n is the index of the current data
bit; dn are the data bits generated by the spoofer; in the sim-
plistic attack they are different from the true bn data bits sent
by the satellites on sky; cn(t) is the pseudo-random code that
modulates the n-th data bit, possibly including BOC modula-
tion, corresponding to an authentic satellite code; notice that
the summation over n cover non-overlapping waveforms in
time; τsp,n is time delay introduced by the spoofer; it may vary
with the time, although for simplicity of notation the depen-
dence on the time t is dropped here; Δfsp is the frequency shift
introduced by the spoofer in the simplistic and intermediate
attacks; as for τsp, it may be a function of the time; finally
Ψ is the carrier phase offset for the selected satellite to forge.
Eq. (13) shows the model for an intermediate spoofer attack
where b̂n is the estimated data bit (at the spoofer end) of
the n-th transmitted bit of the selected satellite to forge, τ̂ is
the spoofer estimated value of the true code delay, f̂D is the
spoofer estimated value of the true Doppler frequency shift
and Ψ̂ is the estimated carrier phase at the spoofer’s end.
Eq. (14) shows the model for a sophisticated spoofer attack
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executed with K coordinated and synchronized transmitters,
where the superscript (k) indicates a quantity measured or esti-
mated by the k-th spoofer. Such quantities are the same found
in eq. (13), apart for the additional phase term Φ(k) used
to adjust the relative geometrical term among transmitters.
Finally, in eq. (15) a meaconer or a repeater is a simplified ver-
sion of an intermediate attack, when the exact signal received
from a satellite is delayed with an unknown delay τsp and
amplified with the spoofer amplitude

√
Ps .

C. Adjacent-Channel Interference Models

The adjacent-channel interference is typically due to RF
harmonics from nearby frequency bands into the GNSS sig-
nals. For example, signals such as LTE or Digital Video
Broadcasting - Terrestrial mode (DVB-T) can leak harmonics
into the GNSS bands. Such harmonics are typically modeled
as AM or FM tones, see Eqs. (4) to (7). thus the jamming
countermeasures for AM/FM tones are also applicable here.

D. Co-Channel Interference Models

Co-channel interference is due to (typically unintentional)
interference transmitted into the same frequency band as the
GNSS signals. The most common example here is the wide-
band interference, for examples coming from the other GNSS
satellites transmitting in the same frequency bands. Such
interference is typically modelled as an additional Gaussian
term which basically increases the noise variance of the ξ(t)
AWGN component of Eq. (3). Other co-channel interferers can
be due to other navigation systems used in aviation, such as
DME or TACAN, which share some of the GNSS frequency
bands. The DME unintentional interference model is exactly
the same as for the DME-like/pulse jammer, shown in Eq. (10),
with the difference that the model parameters τ , PJ , fJ , fr ,
K are known in this case.

V. INTERFERENCE DETECTION MECHANISMS

A. Classical Detection Problem and Its Applicability

The detection of a single type of interferer can be formulated
as the well-known classical binary detection problem [72],
when a received signal may or may not contain an interference
signal. These two cases are considered as two hypotheses. The
hypothesis H0 stands for the interference-free scenario and
hypothesis H1 reflects the case when the interferer is present.

In order to find a decision rule to distinguish between H0

and H1 hypothesis, one can rely on the Probability Density
Functions (PDFs) under H1 and H0 (if known) of a measurable
test statistic. An illustration of PDF is given in Fig. 8.

We remark that the PDF of the received signal samples for
H0 is Gaussian, but the PDF for H1 may not fit a Gaussian
distribution and it is dependent on the interference type. Given
that the interference signal (and thus its PDF) is typically
unknown, the power of the received signal is often used as
a test statistic. For H1 the power of the interferer signal i(n) is
typically much stronger than w(n). For this reason, the result-
ing PDF corresponds mostly to i(n). On the contrary, H0 must
fit a Gaussian distribution, since r(n) under H0 is mainly noise-
like, as a superposition of a weak CDMA signal (i.e., the

Fig. 8. Illustration of the PDF under H0 and H1 and an example of a
detection threshold.

GNSS signal) and an Additive White Gaussian Noise (AWGN)
noise.

A suitable threshold separates between the two hypotheses
such that the probability of detection Pd is maximized and the
probability of false alarm Pfa is minimized. The probability
of detection Pd and the probability of false alarm Pfa are

Pd = Pr(T > γ|H1)

Pfa = Pr(T > γ|H0), (16)

where Pr(·) denotes a probability, T denotes a test statistic and
γ is a fix or adaptive threshold. The choice of the test statistic
is challenging and this challenge limits the applicability of
this direct hypothesis testing in the interference detection in
GNSS. If the PDFs are known under both H0 and H1, the
Generalized Likelihood Ratio Test (GLRT), can be applied, as
shown in (17)

T =

max
θ1

p(r |H1, θ1)

max
θ0

p(r |H0, θ0)

H1

≷
H0

γ, (17)

where p(r |H0, θ0) and p(r |H1, θ1) stand for the conditional
PDFs under H0 and H1 hypotheses, respectively. The θ0 and
θ1 are the unknown interferer parameters. For example, the
work in [107] adopts the binary hypothesis theoretical frame-
work to develop a detection method for the presence of signal
replicas in the samples of the received signal based on a GLRT
test.

The classical detection algorithms are rarely applied in the
context of jamming detection in GNSS in realistic scenar-
ios because of the typically unknown jammer PDF. Instead
of applying the classical detection techniques, the GNSS
interference detection algorithms rely on various assumptions
about the interference type and channel type (e.g., single path,
multipath). The next subsections discuss different interference
detection algorithms encountered in GNSS, based on their
placement in the GNSS receiver chain of Fig. 4.

B. Front-End Detection Techniques

Front-end detection techniques typically work for any
interference type and are applied before the acquisition, in
the first stage of the receiver diagram Fig. 4. In a front-
end technique, the signal before the ADC is used. The
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most encountered front-end detection technique is the AGC
detector [108]–[110]. The AGC maintains the control of
the power of the incoming signal to provide an appropriate
power for the quantizer in order to minimize the quantization
losses [108], [109]. The AGC of a GNSS receiver operates
at the ambient noise levels, since the GNSS signal power is
very low, due to the large distance between the SatNav satel-
lites and the aircraft. In the presence of powerful interferers,
and especially for jammers, the AGC decreases its gain to
keep AGC output signal level stable and avoid large fluctua-
tions. This change of the AGC level can be used to detect an
interferer. An AGC interference detector typically counts an
estimate of the AGC gain over N consecutive samples, and
compares it with a predefined threshold that corresponds to
the interferer-free case. If all the N samples are below a cer-
tain threshold, then the interference is declared present. The
nominal level is manufacturer and antenna specific, and this
nominal level needs to be known to determine an adequate
detection threshold. Overall, if the designer has access to the
AGC values, then the AGC detection for jammer detection
is straightforward to implement and it does not require addi-
tional HW elements, thus it is perfectly suitable for aviation
applications.

While the AGC detector can be in theory used also for
spoofing or meaconing, in practice the AGC fluctuations due to
a spoofer are much lower than those due to a jammer and they
can be easily missed, unless the spoofer power is extremely
high. An example of AGC monitoring fruitfully used to detect
a meaconing attack was presented in [111]. However, for the
above-mentioned reasons, the effectiveness of the AGC moni-
toring for the detection of attack of the intermediate spoofing
type is expected to be more limited. The resulting recommen-
dation is to perform a careful on-site calibration to compensate
for the non-negligible temperature effect and other environ-
mental conditions, and to use the method in complement with
other monitoring techniques.

C. Detection Techniques at Pre-Correlation Level

The vast majority of interference detection methods are pre-
correlation techniques (see Fig. 4 for the placement of a pre-
correlation algorithms). A pre-correlation technique operates
on the signal after the ADC but before the acquisition block
and processes the I/Q samples of the signal. The following
paragraphs summarize the main pre-correlation techniques for
interference detection.

1) PDF Detector [110], [112], [113]: This method is based
on the fact that the received signal before despreading and in
the absence of interference should follow a Gaussian distribu-
tion. In the presence of an interferer, such as a jammer or a
narrowband/co-channel interferer, the signal’s distribution will
deviate from that of a Gaussian distribution. Examples can be
found in the Appendix, Figure 18.

There are many statistical tests to verify whether a PDF is
Gaussian-like or not, such as Lilliefors Test [114], Jarque-Bera
test [115], Anderson-Darling Test [115], [116], Chi-square
goodness-of-fit test [116], Kolmogorov-Smirnov test [116],
etc. The main drawback of any PDF-based methods is that

they require long periods where interferers are present to reli-
ably estimate the PDF. For highly dynamic jammers as well
as for wideband interferers such as spoofers, such methods are
likely to fail. Nonetheless, an example of Chi-square goodness
of fit test applied to the baseband signal samples before corre-
lation to detect the PDF distortion in the presence of spoofed
signals is developed in [113].

2) Time Power Detector (TPD) [72], [117]–[122]: The
Time Power Detector (TPD) is known under various names
in the literature, such as Power Law Detector (PLD) [121]
or energy detector [72], [122]. This method measures the
received signal energy over a short period of time. Its test
statistic is given by

TTPD =
1

JN

J∑
j=1

N∑
n=1

|r(n + (j − 1)N )|2ν , (18)

where N is the number of samples of the considered short
interval, J is the number of short intervals under the obser-
vations (thus the signal is observed in total over JN samples)
and ν is a positive number that determines the power-law,
e.g., ν = 1 for the square-law detector and ν = 0.5 for the
amplitude detector. The measured power, typically normalized
by the number of samples N and by the noise variance, is
then compared with a suitable threshold. If the test statistic
exceeds the threshold (TTPD > γ) the interferer is declared
to be present. Stitz and Renfors [119] used TPD test statistic
in combination with filter banks and applied it to sub-bands of
the original signal. Once the sub-bands containing the jamming
signal were detected, they were removed.

Examples of a TPD detector are given in the Appendix,
Fig. 19. The TPD detector is suitable for many interferer types,
as long their power exceeds that of the GNSS signal. However,
TPD in the context of spoofing detection is likely less effective
than for jamming detection, because the spoofing strength is
expected to be comparable with respect to the authentic one,
in order to act as much covertly as possible.

A different formulation of the TPD is used in [120] in
order to deal better with spoofing signals. In [120], the power
measurement metric is used in conjunction with a correla-
tion distortion metric in order to distinguish among multipath,
interference, spoofing, and nominal signal. The joint use of the
two metrics can compensate the complementary limitations
of each metric used individually: first, power monitoring is
prone to false alarms, therefore its detection sensitivity must be
reduced so that spoofing signals with a low increase of strength
with respect to their authentic counterpart go undetected; in
these conditions the correlation distortion monitoring should
be able to detect the presence of the non-authentic signal.
Secondly, the code correlation function is nearly undisturbed in
case of high power attacks, while the power monitoring should
be able to detect the significant increase of signal strength.

3) Frequency Power Detector (FPD) [72], [117]: The FPD
is quite similar to the TPD detector, as, according to Parseval’s
theorem, the average power of a signal in time domain equals
the average power in frequency domain. The periodogram is
used to estimate the signal’s spectral density for the FPD.
Examples of FPD are shown in the Appendix, Fig. 20.
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4) Detector Based on Welch’s Method [117], [123]:
Welch method can be also used to estimate the periodogram
and the resulting detector can be seen as a variant of the
FPD [117], [123]. Compared to the periodogram, Welch’s
method divides the input signal into overlapping pieces of a
certain length, applies a window to these pieces and then com-
putes the periodogram of each of them; this results in averaged
periodograms. The size of each window has to be sufficiently
small such that the frequency content can be assumed constant
for each piece. Examples are shown in the Appendix, Fig. 21.

5) Kurtosis Detector [117], [124]–[126]: The kurtosis of
a signal over N observation samples is defined as

Γ =
1
N

∑N
n=1(r(n)− μr )

4

(
1
N

∑N
n=1(r(n−)μr )2

)2 , (19)

where μr = 1
N

∑N
n=1 r(n) is the mean of the signal r(n).

Here r(n) are the incoming pre-correlation samples at the air-
craft GNSS receiver. In the absence of jamming, the Kurtosis
is close to 3 (Gaussian distribution). In the presence of a
jamming signal, the Kurtosis may deviate from value 3, the
deviation dependents on the type of jamming [117], [124].
Fig. 22 from the Appendix shows an example of the Kurtosis
detector.

6) Notch Filter Detector [127]–[130]: Notch filters have
been traditionally used for jamming mitigation, but they
have also detection capabilities, as shown recently [128].
Borio et al. [128] designed an Infinite Impulse Response (IIR)
notch filter whose z-transform is

Hn(z ) =
1− z0(n)z

−1

1− kaz0(n)z−1
(20)

and which is adapted using a stochastic gradient approach.
The term z0(n) is the notch filter’s time-varying zero, whose
angle determines the center frequency of the notch, and ka is
the pole contraction factor (a user-defined parameter between
0 and 1). The zero z0(n) is adapted to be in accordance
with the with jammer instantaneous frequency in the complex
plane. Its magnitude |z0(n)| can be used as detection metric.
Again, an appropriate threshold must be found to distinguish
the interference-free case from the jammer present case.

7) Detection Based on Multi-Antenna Arrays [131], [132]:
This method consists on using the information provided by
more than one antenna to detect the interference. A detector
based on combining the signal from an antenna array with
two Right Hand Circular Polarized (RHCP) antennas spaced
at λ/2 in GPS L1 band was proposed in [131]. Antenna-based
solutions are also discussed in Section VIII-A as they can also
be employed for interference mitigation, but they are not very
practical in the context of an aircraft, as they would increase
the costs of the on-board equipment.

8) Hough-Radon Transform (HRT) [133], [134]: The HRT
is a feature extraction method used to detect geometric shapes
in images. It can be used to detect the different lines as
they occur in time-frequency transforms as the spectrogram
(see examples of spectrograms in Fig. 7). Thayilchira and
Krishnan [133] and Erkucuk et al. [134] treated this spectro-
gram as an image, and applied the HRT to detect a chirp-like

interference in the signal. The HRT can be especially useful
as classifier for the different jammers. Nevertheless, to clas-
sify the jammer type, the JSR must be high enough so that
the resulting image shows the lines clearly.

9) Singular Value Decomposition (SVD) Detector [135]:
The decomposition of the covariance matrix of the received sig-
nal in singular values, so-called Singular Value Decomposition
(SVD), and their analysis is the basis of this detector [135].
Studies in [135] show that the SVD detector has a good
performance for CW jammers, but completely fails for chirp
jammers. Aside from this, its performance is poor at low JSR.

D. Detection Techniques at Post-Correlation or Link Level

These techniques make use of the signal after the correla-
tion with the reference code of a particular satellite, thus, they
focus on a satellite-receiver link at a time. They are commonly
implemented in the tracking module, as they use outputs of
the correlators (recall Fig. 4). Nonetheless, they may addition-
ally use the pre-correlation signal. Post-correlation analysis is
widely the preferred and most powerful approach for spoofing
monitoring. The reason for this is evidently in the structure
of the spoofing signal, which intrinsically offers features suit-
able for acquisition and tracking. The following paragraphs
list the various post-correlation detection techniques found in
the literature.

1) Power Distortion Monitoring (PDM) [120]: A method
called PDM was studied in [120]. It monitors both the power
and the correlation function in order to detect sudden changes.
The changes in power and the distortion of the correlation
functions provide complementary information that not only
allows to detect the presence of a jamming signal, but also
the presence of GNSS multipath or spoofing. While jamming
was detected reliably in [120], the authors noted that their
method tended to mistake spoofing for jamming.

2) Multi-Correlator Banks [136]–[139]: The apparent sim-
ilarity of a counterfeit signal with a signal replica generated
by a multipath reflection is the reason for the adaptation of
multipath mitigation techniques, such as multi-correlator banks
to spoofing detection and monitoring. Examples of multi-
correlator bank-based algorithms include the multiple tracking
loops proposed in [137], the Spoofing Estimating Delay Lock
Loop (SEDLL) [136] or the vector tracking loops investi-
gated in [138]. Often, this family of techniques is indicated
with the name of vestigial signal defence, as it aims at track-
ing replicas of the correlation peak aside the principal one.
Multi-correlators banks suffer from high computational load,
linearly proportional to the number of tracking channels (e.g.,
in a multi-constellation, multi-frequency receiver it may easily
reach one hundred or more tracking channels).

3) Multi-Correlator Output With Auto Regressive Modelling
(MCAR) [88]: is based on forming multi-correlator out-
puts and analysing them through an Auto-Regressive (AR)
modelling. The assumption is that the variances of the corre-
lator outputs increase with the presence of a jammer. Only con-
tinuous wave and narrowband interference were studied with
this method in [88] and its applicability to other interference
types is yet unknown.
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4) C/N0 Monitoring [140]–[142]: The C/N0 is an impor-
tant measure of the performance of a GNSS receiver, as
it indicates undesired decreases in GNSS signal power or
the increases in noise power per tracking channel. However,
the C/N0 may change due to several other reasons, such
as deteriorated satellite visibility, which can easily mislead
the detector [64], [76]. A detector based on only C/N0-
monitoring performs rather poor. A jamming signal changes
the C/N0 as it contributes to the noise power, thus this allows
to detect jamming. Several approaches were studied in the lit-
erature: the difference between C/N0 and effective C/N0 was
used in [140], the binary hypothesis testing framework was
exploited in [141], assuming the C/N0 normally distributed,
and Scaramuzza et al. [142] analysed C/N0 data, in combi-
nation with GPS satellite azimuth and elevation angle and as
well roll, pitch, and yaw angles. C/N0 monitoring is also
a principal indicator for spoofing detection: a sudden upward
jump of the C/N0 level may indicate the onset of a powerful
spoofing attack [64], [74], but also a sudden and concentrated
fluctuation of its level may indicate a tracking peak shifting
from the authentic to the fake signal [74], [76]. Continuous
C/N0 monitoring can be considered a must-to-have process
in an anti-spoofing receiver, although it cannot be the sole
means for interference detection.

5) Absolute Power Monitoring [64]: The monitoring of the
absolute receiver power of each PRN channel as a method
to detect spoofing is discussed in [64], where it is demon-
strated with theoretical considerations that such a method can
be widely more robust than the C/N0 monitoring. Although
not explicitly indicated in the paper, the TPD detector applied
to the post-correlation samples is a candidate method to imple-
ment absolute power monitoring. However, the relatively high
dynamic range of the GNSS signal strength may limit the
achievable performance of the monitoring algorithm.

6) Support Vector Machines (SVM) [143]: The SVM
approaches can act both as detectors and as as classifiers and
can be applied both in pre-correlation or post correlation stages
in a GNSS receiver [143], but they are more common in the
post-correlation stage. The studies in [143] focus on narrow-
band and wideband jammers with JSR between 5 and 25 dB
and estimate the training time it takes for the SVM-based
classifier to reach 100% monitoring precision (i.e., between
0.75 ms and 60 ms).

7) Signal Quality Monitoring (SQM) Detector [144], [145]:
On the upper side of the complexity line, SQM techniques
probably offer the highest sensitivity and the smallest vulner-
ability to spoofers: they are intended to monitor the distortion
of the received signal induced by a non-authentic source,
by applying metrics often originally developed for detecting
multipath conditions. The basis of the SQM approaches is the
observation and statistical characterisation of cross-correlation
samples between the received signal and local replicas delayed
by opportune amounts [113], [146], [147]. The quantification
of the deviation of such samples from the nominal correlation
function is the test statistic adopted to detect the presence
of counterfeit signals. A well-known method belonging to
this class is the ratio test proposed for spoofing detection
in [148]; other approaches belonging to the same class are

the Goodness of Fit (GoF) test and the sign test, used and
analysed in [75], [149]–[152]. The SQM detectors also have
limitations, in that they may fail in correctly discriminating
between natural multipath and counterfeit signal copies, unless
some sort of fine tuning is adopted [145].

E. Detection Techniques at Navigation Level

These techniques are carried out in the navigation mod-
ule. They take into account multi-links (i.e., signal received
from all the satellites from the sky) and the signal at pseudo-
range domain (after the tracking module, (see Fig. 4)). These
techniques incorporate additional data to monitor the GNSS
receiver. They effectively reveal anomalies of the receiver
observables, through cross-checks with other PRNs, data from
other frequency bands, receivers or sensors. Various naviga-
tion techniques for interference detection are summarized in
the next paragraphs.

1) Correlation of Propagation-Dependent Observables
[68], [153]–[155]: If the aircraft is moving, the propagation
channel affects the received signals with recognisable vari-
ations of the power level and Doppler frequency shift, but
also with multipath and blockage effects. Since the directions
of arrival from the satellites are different, little or no cross-
correlations of such metrics are expected in the receiver. On
the contrary, in case of different PRN signals coming from
the same source of spoofing, they are obviously affected by
the same propagation channel effects [68]. Therefore, if a high
correlation of such propagation-dependent metrics is observed,
then the signals should be flagged as counterfeit with high
probability [153]–[155].

2) Consistency Checks With APNT [156]: An APNT
system complementary to GNSS has different error mecha-
nisms than GNSS and can therefore be exploited to detect
RFI. Detection methods based on APNT systems use respec-
tive observables or outcomes of the APNTs system to check
the integrity of the GNSS solution. A performance criterion
of the APNT- and GNSS observables needs to be found to
be used as test statistic and to determine a detection thresh-
old (e.g., the variance of the observables). Broumandan and
Lachapelle [157] and Khanafseh et al. [158] proposed a
method that cross checks the solutions provided by GNSS
with the INS/odometer solution. The authors of [156] rely
on DME and L-band Digital Aeronautical Communication
System (L-DACS) to monitor the integrity of the GNSS solu-
tion, either on positioning level or on pseudorange level, and
to detect spoofing.

3) AoA Discrimination [68], [69], [159]: A multi-antenna
receiving architecture is likely the best candidate to detect the
presence of counterfeit signals, under the reasonable hypoth-
esis that they are generated from the same source. The
underlying idea is that the post-correlation measurements from
different PRNs observed by two or more receiving chains
can be manipulated in order to detect signals arriving from
the same direction, which are recognised to be non-authentic.
The receiving chains can be physically arranged in an antenna
array, as for example in [132], [160]–[162], or can be emulated
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by the movement of a single antenna to form a synthetic aper-
ture antenna, as for example in [163]. The determination of the
AoA of the false signals can open the path toward the localiza-
tion of the source position [103], [163]. The major obstacle for
such approaches is the complexity of practical implementation,
because they typically put severe requirements on the geomet-
rical setup (including aircraft motion), on the calibration and
synchronization of the receiving chains, etc. [162]–[164].

4) Sum of Squares (SOS) Detector [67], [165], [166]:
In order to reduce the complexity of AoA discrimination
methods, the authors in [67], [165] developed a dual-antenna
spoofing detector which relaxes the constraints. The approach,
indicated as Sum of Squares detector, exploits the fact that the
receiver-to-receiver phase difference measurements of signals
coming from the same direction share a common geometri-
cal term. For spoofed signals, this term cancels out with the
computation of the satellite-to-satellite double difference mea-
surements, which then are characterized by noise only, plus a
nuisance factor due to the integer carrier phase. On the con-
trary, for authentic signals the geometrical terms are different
and do not fade in the computation of the double differences.
Based on this principle, the authors in [67], [165] set a binary
hypothesis problem upon on a GLRT statistic, to distinguish
between fake and real GNSS signals. The algorithm proved to
be successful in a setup made by a dual-antenna system with
two independent Commercial Off-The-Shelf (COTS) receivers.
The idea was also extended in the Dispersion of Double
Differences (D3) algorithm [166] to more practical situations
in the presence of cycle slips and ‘mixed tracking’, i.e., when
only a subset of the signals in tracking is counterfeit.

5) Polarization Discrimination or Dual Polarization
Antenna (DPA) [159], [167]–[169]: is based on the ability
of an aircraft receiver to receive both right-hand and left-hand
circularly polarized signals. Genuine signals coming from
the satellites are mainly RHCP, while signals coming from a
transmitter located at approximately the same height of the
receiver, or even below as in the case of a flying aircraft,
thus their RHCP and Left-Hand Circularly Polarized (LHCP)
components are equal. Based on this principle, the presence of
signals coming from terrestrial sources can be detected [159].
In [169] the polarization received from the genuine satellites
is admitted to be elliptic and different for each satellite,
because of reflections and antenna non-idealities. On the other
hand, the forged signals transmitted from a single source
travel the same propagation path and arrive with the same
polarization, regardless of which type.

6) Crowd-Sourcing [170], [171]: the idea in Crowd-
sourcing shown in [170], [171] is to create some interference
maps, based on GNSS observables from Android devices, and
interference assessment tools, based on data collectively gath-
ered at multiple locations. The collected observables can be
anything from C/N0 and AGC values to raw I/Q samples from
all the satellites in view. Such a solution requires a continuous
Internet access and relies on the assumption that the jammers
are static or slowly moving. Such a method also raises signif-
icant privacy concerns, as planes could be tracked based on
their GNSS observables reported to a cloud server. Crowd-
sourcing also relies on a high number of participants, which

could be difficult to acquire without adequate incentives. In
addition, the quality of the collected data can be highly vary-
ing, according to the user receiver and the participants’ level of
trustworthiness. While Crowd-sourcing-based jamming detec-
tion is highly impractical today in the context of aviation (due
to the above-mentioned drawbacks), with the fast develop-
ment of cloud-based/crowd-sourcing solutions, this might be
an interesting solution worth to be investigated more in the
future.

The main interference detection algorithms are summarized
and compared in Table V. Empty entries in the table signify
that the considered algorithm is not applicable or not available
for that particular interference type.

VI. INTERFERENCE DIRECTION FINDING AND

LOCALIZATION MECHANISMS

Localization of passive RFI sources is typically a two-
step process that relies on one or several of the following
parameters of the emitted signal: power, time, frequency, or
angle of arrival/ phase. In a first step, the target parameters
must be extracted or measured. In a second step, multiple
measurements, obtained at spatially displaced antennas, at var-
ious times, or at various frequencies, are used to estimate
the source’s position. GNSS interference localization is facili-
tated when more signal characteristics are known or estimated.
Identifying and classifying the interference signal may help in
that regard (see also Section VII).

In case of a jammer localization the challenge is to locate
a passive source that emits an unknown signal. Thus, the
absolute values of measurements cannot be used, as the
reference times are unknown. Instead, one can use the dif-
ferences of measurements, namely Angle of Arrival (AoA),
Time Difference of Arrival (TDoA), Received Signal Strength
Difference (DRSS) and Frequency Difference of Arrival
(FDoA), where

AoA measurements refer to the differences of the signal’s
phases at different antennas at the receiver and they
can be used to infer the direction to the source,

TDoA measurements refer to the differences of the signal’s
propagation times at different antennas and they can
be used to infer the distance to the source,

DRSS measurements refer to the differences of the signal
powers at different antennas and they can be used
similarly to TDoA to infer the distance to the source,
and

FDoA measurements refer to the differences of the sig-
nal Doppler shifts at different antennas, caused by
the relative motion between source and receivers;
they can be also used to infer the angles to the
source.

The following paragraphs explain these four main localization
methods in more detail. For clarity, we rely on the assump-
tion of an isotropic RFI source that radiates spherical travelling
waves, which travel with the speed of light c. If the propaga-
tion time can be measured (as in GNSS), one can deduce the
distance between interferer and receiver as r = τc, the prod-
uct of the wave’s propagation time τ and the speed of light,
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TABLE V
SUMMARY OF INTERFERENCE DETECTION METHODS FROM LITERATURE. COMPLEXITY RANGES FROM LOW (LEFT) TO VERY HIGH (RIGHT) AND

PERFORMANCE RANGES FROM POOR (LEFT) TO GOOD (RIGHT). THE COLOUR CODE IN COMPLEXITY AND PERFORMANCE COLUMNS

SUPPORTS A QUICK ASSESSMENT, LIGHT-COLOURED REGIONS ARE BETTER THAN DARK-COLORED REGIONS

and establish a sphere (in 3D) or a circle (in 2D) of possible
positions around the receiver at which the source is located,
see Figure 9(a).

The point of intersection of three of these spheres,
from propagation time measurements at spatially displaced
receivers, determines the location of the RF source.
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Fig. 9. Line of positions of differential positioning mechanisms.

A. AoA/Direction of Arrival (DoA)

determining AoAs (also called DoA in the interference
localization cases) typically equals to estimate the orientation
of surfaces of constant phase, or wavefront. The orientation of
a wavefront can be inferred from the time-difference, or phase-
difference measurements at two or more spatially displaced
antennas. A common approximation is the far-field assump-
tion, which simplifies AoA estimation because the spherical
wavefront becomes a plane wavefront, when compared to
the physical size of the antenna array. The phase difference
between two antenna elements, in horizontal plane spaced by
d, is related to the AoA through Δφ12 = 2πfcarr

c d sinα, thus
the AoA reads

α = arcsin
Δφ12
d

c

2πfcarr
, (21)

where Δφ12 is the phase difference between antennas
1 and 2, fcarr is the carrier frequency, and c is the
speed of light. A single AoA results in a line of
bearing on which the interferer is located, as shown
in Figure 9(b). Again, the point of intersection of
multiple lines of bearing, from spatially displaced antenna
arrays, determines the location of the interferer. See, for
example, [15], [59], [102], [161], [167], [168], [176], [177].

B. TDoA

the location of an interference source can also be estimated
from differences of signal propagation times that are mea-
sured at spatially displaced receivers Δτ12 = τ1−τ2. A single
difference of distances

r1 − r2 = Δτ12c (22)

results in a hyperbolic curve on which the RFI source is
located; as illustrated in Figure 9(c). If the TDoAs from
multiple pairs of receivers can be obtained, the interferer’s
position is determined by the point of intersection of the cor-
responding hyperbolic curves. This approach found appliation
in, e.g., [15], [83], [96], [178]–[183].

C. DRSS

The power at the aircraft is related to the interferer-aircraft
distance through a path loss model. If we assume a log-
distance path-loss model, then Pi = P0 − 10γ log10(ri/r0),
where γ is the path-loss coefficient, Pi is the received power
at ri distance from the interferer, and P0 is the power at a
known reference distance r0 from the interferer. The rela-
tion of a pair of power measurements at spatially displaced
on-board receivers to the differences of distances is then
given by

r1 − r2 = 10
ΔP12
10γ , (23)

forming as well a hyperbolic curve as that shown in
Figure 9(c). Multiple distance differences from further pairs
of receivers can be used to infer the source location as in the
case of TDoA measurements. The main challenge with this
approach is the need to know or estimate the path-loss coef-
ficient γ, which is highly dependent on the environment. In
addition, a log-distance path-loss model is not very accurate,
especially at large distances as those involved in commercial
aircraft in cruise mode. Recent path-loss models in various sce-
narios, including scenarios for aerial low-altitude vehicles have
been developed in [184], [185]. The DRSS techniques have
been studied very little so far in the context of the interferer
localization. For examples we refer to [15], [140], [186].

D. FDoA

another signal parameter from which the location of a pas-
sive RFI source can be estimated is the Doppler frequency
shift, i.e., a shift of the carrier frequency due to the rela-
tive motion between the source and the receiver. For flying
aircraft, the Doppler shift is significant, compared to the ter-
restrial receivers which have lower speeds. The Doppler shift
at an antenna is determined by the relative radial velocity
vr between the interferer and the aircraft and is given by
Δf = −vr

fcarr
c . The difference of Doppler shifts at a pair

of receivers becomes Δf12 = Δf1 −Δf2 = fcarr
c (vr ,1 − vr ,2),

where the radial velocity is vr = ‖v‖ cos(α − αv ) with ‖v‖
being the speed of the relative motion, α being the angle
between the antenna baseline and the interferer and αv the
angle of the velocity vector. The difference of Doppler shifts is
related to the angles between interferer and the GNSS receivers
on-board of the aircraft:

α1 = av ,1 + arccos
−Δf12c

fcarr
+ vr ,2

‖v1‖ . (24)

We remark that the typically unknown carrier frequency fcarr
of the RFI is contained in Eq. (24). Although, the unknown
carrier frequency mostly cancels out when taking the differ-
ence of Doppler shifts, the remaining residuals may cause
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a degradation in accuracy of the FDoA measurement for
frequency modulated signals [187]. In order to reduce the
search space, a frequency range in the vicinity of the carrier
frequency is required. After multiple Doppler shift difference
measurements have been obtained at different pairs of GNSS
receivers on-board of the aircraft, the source of the RFI can
be estimated. Works particular dealing with RFI have not been
found, further general references are for example [187]–[193].

In case of spoofing, the fact that the interfering signal
has the same structure and relatively comparable power with
respect to the true GNSS signals, means that the incoming sig-
nal phase, the Doppler frequency, and time of arrival are avail-
able for each satellite signal only at a post-correlation stage.
Therefore, the principles described so far for direction find-
ing are in principle applicable to the counterfeit GNSS signals
on measurements obtained after local correlation [161], [163].
For example, Dampf et al. [163] apply classic digital beam-
forming algorithms to determine the direction of arrival of
spoofing signal and spatially removing them from the receiver
solution, using precisely synchronised samples of the early,
prompt and late correlators output for each satellite, taken
from a synthetic aperture antenna and corrected for the receiver
clock drift and jitter. In [161] the DoA of the received signals,
determined with a classic DoA estimation method, is com-
pared with ephemeris-predicted one in order to jointly detect
the presence of counterfeit signals and estimate the receiver
platform attitude.

Differently than the previous approaches, the DPA-based
approach developed in [167], [168] is able to extract the
azimuth of an incoming signal from the phase relation-
ship between RHCP and LHCP received components. In the
hypothesis that the forged signals are linearly polarized instead
of RHCP, their azimuth can be determined from the signals
processed by the two antenna channels.

The different interference localization algorithms are sum-
marized and compared in Table VI.

VII. INTERFERENCE CLASSIFICATION MECHANISMS

Interference classification is also a two-step process: fea-
ture extraction and signal classification. In addition, a pre-
processing step is often necessary to represent the data in
a uniform way. The actual classification comprises first the
extraction of features from the signal. This reduces the data
dimensions and it is a crucial step, as the selected feature(s)
should be as characteristic for the interference classes as pos-
sible. In principle any feature of a signal could be used
for classification. Nevertheless, the more distinctive the fea-
tures, the better the classifier that builds upon these feature. If
the signal consists of multiple components of different struc-
ture, several features that represent well the structure of the
components should be found.

These feature are used in the second step to classify the
signal. In order to assign the input signals to the correspond-
ing classes, the classifier obeys a rule, as a function of the
selected features, that separates the different classes. The rule
is commonly obtained automatically by means of supervised

learning, that is, it is established based on a large amount of
correctly labelled examples from each class.

If the a priori knowledge about the interferer signal is
high, e.g., only a certain type of signal is expected, param-
eters estimated directly from the signal may be good and
sufficient features to discriminate the signals [197]. The
classification of jamming signals that belong to the pulsed nar-
rowband interference was studied by [198]. For wider classes
of interference, such as non-stationary or multi-component
signals, the features can be extracted from the joint time-
frequency domain [199]–[202] and machine learning methods
can be applied for learning and classification [203], [204].
Boashash [205] provides a good introduction to signal classi-
fication using time-frequency methods, including a discussion
of time-frequency distributions for different types of signals
and a list of features based on the statistics and of the image
of the time-frequency distribution. However, no extensive stud-
ies on interference classification exist for jammer and spoofer
in GNSS to the best of the authors’ knowledge. Table VII
lists studies that address GNSS interference classification or
characterisation. As it can be seen, the number of works on
this particular topic is rather small. It is the authors’ belief
that features and methods used in image classification may
be applicable to images of the time-frequency distributions
too, and thus to the spectrograms of GNSS with interferers.
Also, general concepts of supervised and unsupervised learn-
ing may be of interest here. Table VII covers jammer signal
classification as well as spoofer signal classification. Due to
their different focuses, the complexity and performance of the
listed methods are not necessarily comparable.

VIII. INTERFERENCE MITIGATION MECHANISMS

Mitigation refers to a condition in which the receiver under
attack is able to recover its correct positioning capability, neu-
tralizing the effect of the interference. Because of the structural
difference between jamming signals and spoofing signals, mit-
igating the effect of such unwanted transmissions requires
completely different approaches, which are reviewed hereafter.
As a general notice, jamming is generally tackled by means of
front-end and pre-correlation techniques, while spoofing must
be dealt with post-correlation or navigation techniques (see
Fig. 4). Interference mitigation techniques require typically
also the detection of the interference in order to suppress it.
Thus, many of the mitigation algorithms act as joint detec-
tion and mitigation algorithms and complement the detection
methods presented in Section V. The next subsections give
an overview of various interference mitigation techniques,
grouped according to their placement in the GNSS receiver
chain, see Fig. 4.

A. Front-End Mitigation Techniques

Front-end techniques described hereafter have been mostly
developed to mitigate jamming attacks and are not effective
for spoofing mitigation. Most of them rely on spatial filtering.

1) Switching Frequencies: The main idea of a switching
frequency mitigation technique is to use a second frequency
band when the primary band is affected by interference [85].
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TABLE VI
SUMMARY OF JAMMER LOCALIZATION METHODS FROM LITERATURE. THE COLOUR CODE IN COMPLEXITY AND PERFORMANCE COLUMNS SUPPORTS

A QUICK ASSESSMENT, LIGHT-COLOURED REGIONS ARE BETTER THAN DARK-COLORED REGIONS

This works with multi-frequency GNSS receivers where at
least one frequency band is not affected by the interference.
A probabilistic analysis done in [85] showed that it is

less probable that both L1/E1 and L5/E5 frequencies of
GPS/Galileo systems are affected by interference and recom-
mended a hopping between the available frequencies based on
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TABLE VII
SUMMARY OF INTERFERENCE CLASSIFICATION METHODS FROM LITERATURE.THE COLOUR CODE IN COMPLEXITY AND PERFORMANCE COLUMNS

SUPPORTS A QUICK ASSESSMENT, LIGHT-COLOURED REGIONS ARE BETTER THAN DARK-COLORED REGIONS

the received C/N0. The main problems with such an approach
are that they require dual-band or triple-band GNSS receivers,
and that there is no guarantee that the jammer does not jam
all GNSS frequency bands at the same time.

2) Switching Antennas: Heddebaut et al. [213] studied
spatial diversity to mitigate jamming in a on-board train sce-
nario. The robustness of the studied communication systems
is improved by choosing the signal/antenna with the high-
est Signal-to-Jamming-plus-Noise Ratio (SJNR) (or effective
C/N0). The antenna displacement in [213] is up to 300 m.
The use of multiple antennas or antenna arrays to be installed
on-board of the aircraft and the distance between the anten-
nas limit its suitability for aviation applications, especially for
small-sized or non-commercial aircraft.

3) Adaptive Beamforming/CRPA: An adaptive beamformer
controls the radiation pattern of the GNSS antenna array
to suppress the direction of an interferer and to steer the
remaining power towards the GNSS satellites. This concept
is now widely used in form CRPAs. The CRPA in [214]
puts nulls in the direction of interferers in case that this
direction is known or towards the ground if interference direc-
tion is unknown, starting from the premises that interferers
are on the ground and GNSS satellites are on the sky. Also
Dabak et al. [215] design a CRPA with such features. A mul-
titude of beamforming algorithms can be used, such as: Capon
(MPDR) beamformer [216], null steering of Howells [217] and

Applebaum [218], spatial matched filter with Chebyshev win-
dowing, zero forcing beamformer and so forth [219], [220].
Several methods require to estimate the interferers’ AoA
before it can be mitigated, commonly by putting nulls in their
directions. CRPAs are available for airborne systems.

B. Mitigation Techniques at Pre-Correlation Level

Most pre-correlation approaches transform the signal to a
different domain with the objective to either estimate certain
characteristics of the interference signal, or separate better the
GNSS and the interference signals and to extract the trans-
form domain components that represent the interferer. The
estimated parameters are often used to filter out the interferer.
The extracted components of some transform are frequently
used synthesize/reconstruct the interferer and to subtract from
the incoming signal mix.

1) NF: Notch Filters (NFs), also proposed for interference
detection, as shown in Section V, are band-stop filters charac-
terized by a narrow stop band. NFs for interference mitigation
are typically designed as Adaptive Notch Filters (ANFs).
Saulnier and Das [127], for example, presented a Least
Mean Squares (LMS) filter [221] to suppress narrowband
jamming in spread spectrum receivers. In [127] AM tone
jammer mitigation was investigated, but only at JSRs equal
to 10 dB. The method from [127] is unlikely to work with
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chirp-like jammers, as it was fine-tuned for AM tone jam-
mers and is also highly sensitive to noise. An IIR adaptive
notch filter for jamming mitigation was studied in [129]. This
method showed about 1 dB C/N0 improvement compared
with Digital Excision Filter (DEF)-based mitigation and about
1–2 dB C/N0 improvement compared with other notch fil-
ters proposed in the literature. Chien [129] tested only CW
jammers at JSRs above 30 dB. An adaptive IIR NF was also
studied in [128], [130], [222], and [223]. The method proposed
in [130] is inferior than Pulse Blanking Methods (PBMs) for
pulsed narrowband interference (chirp signals were not stud-
ied). Another adaptive notch filter was studied in [128]. It
achieved a C/N0 improvement of up to 5 dB in the presence
of chirp jammers.

2) DEF: The frequency excision filters are an extension of
the frequency-zeroing concept. A DEF is a generic term refer-
ring to various filtering or processing approaches in frequency
domain. Chien et al. [224] proposed a DEF called Consecutive
Mean Excision (CME). They showed more than 90 % signal
acquisition probability after the DEF algorithm in the presence
of one or two jammers and for JSR below 40 dB, but their
algorithm was tested only with multi-tone AM jammers. A
DEF to suppress narrowband interference in Direct Sequence
Spread Spectrum (DSSS) was presented in [119]. A complex
modulated filter bank is used to divide the signal into several
sub-bands. A TPD detector processes each sub-band and the
sub-bands in which interference was detected are removed.
After the analysis of the sub-bands, the bands are synthe-
sized to reconstruct the original signal. An improvement in
terms of bit-error-rate was shown for JSRs between 0 dB and
60 dB. An excision filter based on Radon Wigner distribution
was studied in [225] for chirp jamming mitigation in generic
DSSS systems. The DEF performance in the context of jam-
mers for GNSS remains unclear and many excision filters have
been designed for specific and particular interference types and
cannot be applied broadly.

3) Pulse Blanking: PBMs are among the simplest time-
domain interference suppression techniques [226] and have
been studied extensively [227]–[230]. Several of these studies
focus on unintentional interference from DME/TACAN. The
principle idea is to reject or set to zero the signal in the periods
its power exceeds a certain threshold. Borio [174] compares
PBM with NF and shows that PBM performance is similar
to ANF for low and moderate wideband jammers and much
better than ANF for strong jammers (JNR > 70 dB).

4) Wavelet-Based Mitigation: The wavelet transform
decomposes the signal into a so-called mother wavelet and
its derivative wavelet functions. It is able to capture highly
variable signal characteristics in time and frequency domains.
The key idea is to identify and isolate the interference signal in
wavelet domain by extracting its wavelet coefficients in order
to synthetically reconstruct the interference signal [175], [227].
This synthesized interference signal is then subtracted from the
original received signal to mitigate the effect of interference
without suppressing too much of the useful GNSS signal. The
algorithm performs well for multiple pulse and narrowband
interference [175], [227]. The drawbacks of wavelet-based
interference mitigation method are its high complexity, as the

complexity of the wavelet-based approaches increases expo-
nentially with the number of wavelet decomposition stages,
the need to adequately choose the mother wavelet, the thresh-
olds to isolate the coefficients of interference signal. The
convergence time can also be high.

5) Hilbert-Huang Transform (HHT): is an adaptive time-
frequency method whose capabilities for jammer suppression
was studied in [117]. The HHT has been introduced to deal
with non-stationary and non-linear signals which cannot be
described well enough with classical Fourier analysis. To
detect and mitigate interference, the HHT decomposes the
signal into the so-called intrinsic-mode functions. Then a pat-
tern matching algorithm is used to estimate whether or not a
jamming signal is present in the components of the intrinsic-
mode functions. The main drawback of such a method is
its very high computational complexity. According to [117],
the HHT outperforms the wavelet transform-based mitiga-
tion method, particularly for high-power jammers with JSR
above 100 dB.

6) Short Time Fourier Transform (STFT): is a time-
frequency method, obtained via the Fourier transform of small,
typically overlapping time segments of the signal. The compu-
tation over small time segments allows to follow the changes
of the frequency content in time. If the spectral information of
the jammer can be isolated, it can be used to remove the jam-
mer component of the signal. The STFT can be used both as a
detection and as a mitigation technique. Rezaei et al. [231] and
Amin et al. [232] use a STFT to characterize and monitor the
received GNSS signals. The method presented in [231] uses
the STFT and also the Modified Short Time Fourier Transform
(MSTFT), to search and track the peak of the jammer, and
employs an infinite impulse-response notch filter to remove
the jamming signal. The MSTFT uses an adaptive window-
ing process and estimates the time-frequency representation
more accurate. Rezaei et al. [231] could therefore choose the
excision filter narrower, which in turn reduces distortions of
the GNSS signal. This benefit comes at the expense of a
higher complexity. This method was tested and proved to work
with linear frequency-modulated chirp jammer with JSR up to
60 dB [231].

7) Karhunen-Loève Transform (KLT): The KLT decom-
poses a signal in linear combinations of stochastic coefficients
and basis functions, where the coefficients are orthogonal in
the probability space, while the basis functions are orthogonal
in the time domain. KLT projects the signal on the eigen-
functions domain where deterministic and stochastic signal
components can be well separated and, thus, the jammer can
be isolated from the signal part. The KLT as interference mit-
igation technique was studied for example in [233]. The KLT
decomposition relies on the Toeplitz autocorrelation matrix of
the received signal and on its eigenvalues. When interference
is present only few eigenvalues have very large magnitudes –
these correspond to the interference – while in the interference-
free case the magnitudes of the eigenvalues are smaller and
much less distinct – these correspond to the noise and GNSS
signal. This fact is used to detect interference, and also to
remove the interfering signal: by applying the inverse KLT
only with the eigenfunctions that represent the noise and
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GNSS signal. Due to eigenvalue decomposition, KLT is very
sensitive to noise and may not work for low JSR.

8) Spatial-temporal Adaptive Processing (STAP): refers
to two-dimensional filtering in space and time domain. It
requires a steerable antenna array, i.e., a 1D spatial Finite
Impulse Response (FIR) filter, in combination with 1D tem-
poral FIR filter, where each antenna element is followed by a
temporal FIR filter. The objective is typically to find the two-
dimensional spatio-temporal filter weights that maximize the
SJNR. STAP for GNSS interference suppression was studied
in [234], [235]. In [234] only a limited set of results were
provided, with no clear conclusions on the ability of narrow-
band interference suppression. In [235] the STAP method was
compared with Minimum Powerless Distortion-less Response
(MPDR) and showed to have better performance for an AM-
tone jammer of Jammer-to-Noise Ratio (JNR) of 90 dB. The
method was not tested for chirp jammers.

9) Interference Mitigation Using Robust Statistics [236],
[237]: This method was derived from the theory of robust
statistics from [238]. Two linear transforms are applied to
the received signal samples. The first transform is used to
project the jamming component into a domain where it admits
a sparse representation. For example, a low-pass filter can be
used to make the jamming component appear as a sequence of
time pulses [236], [237]. After detecting the presence of jam-
mer, a second linear transform inverts the previous transform
and brings back the signal to time domain. Borio et al. [236]
processed both CW and chirp signals for JSRs between −20
and 30 dB. The mitigation was effective even against powerful
jammers (up to 30 dB of JSR), especially for CW signals [236].

10) Maximum Likelihood Estimator (MLE)-Based Direct
Positioning Technique [239]: This method employs the Direct
Position Estimation (DPE) approach [240], an approach which
directly obtains the PVT solution without the intermediate
steps of estimating observables. Wang et al. [239] designed
a method for spoofer detection and mitigation that moni-
tors MLE cost function of the DPE method. Based on the
MLE PVT parameters, a composite signal that represent the
authentic signals is reconstructed and then subtracted from
the original signal. The residual signal is used for interference
detection in a GLRT. The method proposed in [239] can detect
and mitigate attacks even when all of the channels of the vic-
tim receiver are affected by interference. It was tested for a
variety of spoofing attacks and detection probabilities up to
97% have been reported, at Pfa = 10−6, when seven satellite
signals or more are available.

C. Mitigation Techniques at Post-Correlation or Link Level

Most of the post-correlation techniques proposed in the
literature are meant for spoofing mitigation rather than for jam-
ming mitigation. Indeed, spoofing mitigation is possible only
if the true signals can be recognized and separated from the
counterfeit ones. As a consequence, in a condition in which
the authentic signals are cancelled by the spoofing, such as
the ‘coherent spoofing’ described in [65], mitigation is unfea-
sible; nonetheless, such a kind of attack is quite complex to
implement, especially for receivers in movement and relatively

far from the attacker. In the other cases, the authentic signals
can be discriminated using advanced processing techniques
such as the mentioned vestigial signal tracking based on multi-
correlator banks (see Section V). The underlying idea of such
techniques, besides the specific implementation flavors, is to
track all the different replicas of a satellite signals, discriminate
between genuine and counterfeit, and employ for navigation
only those that are recognized as genuine.

1) SuCcessive spoofing Cancellation (SCC) Method: The
SCC described in [155] follows a detection and classification
stage, in which the tracked signals are classified as counter-
feit or authentic. Then, the SCC module receives as input the
raw intermediate frequency samples, the list of forged signals
and the corresponding tracked signal parameters, including
code delay, Doppler frequency, carrier phase, and signal ampli-
tude. These parameters are used to reconstruct the counterfeit
signals and to remove them by subtraction from the raw sam-
ples of the received signal ensemble – in order to provide a
spoofing-free sample stream. The SCC successively re-runs
the signal acquisition on the spoofing-free samples to iden-
tify and then track the PRN code copies previously hidden
by the counterfeit transmission. The iterations on detection/
classification/cancellation end when all the signal channels in
tracking are recognized as authentic and can be safely used
for navigation. The performance of the method is promising
for all the cases tested in [155]; nonetheless, the complexity
of its practical implementation to achieve accurate results is
high.

2) Subspace Projection Method: The accurate estimation of
all the received signal parameters required for spoofing can-
cellation can be cumbersome and somehow fragile. To avoid
that problem, the authors in [99] propose a subspace projec-
tion method that reduces the required input information to
code delays and Doppler frequencies estimated by the track-
ing loops. The idea developed in [99] is that of constructing
the signal subspace of the counterfeit signals, based on the
quasi-orthogonality of their PRN codes. Then, the orthogonal
projection of the received signal onto this subspace separates
the false signals, which are subtracted from the whole ensem-
ble so as to enable the acquisition and tracking of the genuine
ones. The approach is robust in that it does not require the
estimation of signal amplitudes, carrier phases, or data bits.
However, its separation capability is limited to code delay dif-
ferences between false and authentic signals greater than one
chip period, meaning that a nearby spoofer cannot be detected
with this method.

3) Integration INS/GNSS: A hybrid jamming mitigation
algorithm relies on combining GNSS signals with other
available signals, such as INS, cellular systems, etc. [241].

D. Mitigation Techniques at Navigation Level

Navigation-level techniques have the great advantage of
exploiting the observables normally made available at the out-
put of most receivers tracking stages; in this way, they do
not need ad-hoc designs of the receiver correlation stage and
therefore they can be applied to commercial and type-approved
receivers. Since at the navigation stage the mitigation is only
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possible by discarding the signals detected as forged, a conse-
quent drawback is the possible reduction of navigation solution
availability and continuity.

1) RAIM-Based Defences: Legacy RAIM techniques are
able to detect the presence of corrupted pseudoranges that bias
the computed PVT solution above a certain minimum thresh-
old. However, as explicitly declared in [69], “RAIM defence
is too weak against modern spoofers to justify a description”.

2) Spatial Filtering: A special case is represented by multi-
antenna arrangements [67], [68]. A receiver equipped with
an antenna array, i.e., a set of antennas separated by (about)
half a wavelength, could perform spatial filtering to shape its
antenna beam pattern and cut down the reception gain in the
direction of the non-authentic signals. Such type of “smart”
antennas is commonly known as CRPA. Whereas as few as
two antennas are normally enough for the detection of unde-
sired signals, mitigation via beam shaping requires at least
four antennas; typical arrangements use four to seven [159].
The major limitation of the multi-antenna approach is the
equipment complexity, size, and cost; although it has been
demonstrated that antenna motion can replace physical multi-
antenna arrangement for spatial processing, the complexity
of such implementations remains high [163]. The test setup
presented in [163] clearly demonstrates the feasibility and
effectiveness of multi-antenna processing for spoofing miti-
gation; however, in that case the employed synthetic aperture
antenna was equivalent to a 250-elements antenna array, which
is unfeasible in aviation domain.

Table VIII summarizes and compares the different
interference mitigation methods existing in the literature.

IX. PERFORMANCE METRICS AND EXAMPLES OF

COMPARATIVE PERFORMANCE

A. Performance Metrics

In order to be able to compare the different counter-
interference methods and determine which is more accurate,
we need to define some comparison metrics. In the vast lit-
erature dedicated to GNSS interference, there are no unified
metrics to analyse the impact of interference or the interference
countermeasures.

The performance assessment of interference detection algo-
rithms is basically intended as the quantification of the
capability to determine, to a targeted confidence level, whether
counterfeit signals are present or not in the received sig-
nal ensemble [159]. For safety-of-life applications, such as
those used in the civil aviation field, the reliability of
the employed methods is fundamental, which is commonly
expressed through requirements on [159].

Probability of false alarm: the probability of raising an
interference alarm when no interferer is active, which must
be kept below a target limit to guarantee system availability
above a minimum level of quality of service (Pfa, e.g., used
in [139], [249]–[251], see Eq. (16));

Probability of detection: the probability of raising an
interference alarm when interference is active (Pd, e.g., used
in [117], [239], [249], [250], see Eq. (16));

Probability of miss-detection: the probability of not rais-
ing an interference alarm when an interferer is active, which
must be kept low enough not to exceed the safety level of the
system (Pmd = 1− Pd) [159].

Probabilistic approaches relying on Pfa, Pd and/or Pmd are
very attractive for three main reasons: 1) it allows to set system
requirements first (the probabilities) and from them to derive
decision thresholds for the algorithms; 2) a vast knowledge
in the field of the detection theory is available and appli-
cable [72], [73], [219]; 3) it allows to consistently compare
performance of extremely different algorithms, because the
evaluation is done in the system domain instead of the sig-
nal domain. The drawback is that this approach is based on
a precise statistical characterisation of the detection metrics,
which sometimes is not easy or is even impossible to express
and to manage in closed form.

In addition to probability-based metrics, the following met-
rics are often encountered when dealing with the interference
management solutions:

Mean, variance, Root Mean Square Error (RMSE), or
Cumulative Distribution Function (CDF): a descriptive statis-
tic of the estimation error, where the error can refer to the
position error or to the angle error (i.e., azimuth and eleva-
tion) in estimating the position/direction of the interferer (e.g.,
used in [77], [83], [140], [181], [182], [182], [252]);

Spectral Separation Coefficient (SSC): a measure of how
much the frequencies of the GNSS signal and of the inter-
ferer signal intersect; this is a purely theoretical metric which
assumes known signal and interference spectra [253], [254];

Effective C/N0: the C/N0 measured in the presence of
the interference signal [128], [140], [253], [254], which can be
significantly smaller than the C/N0 measured in the absence
of interference, especially in the cases of jamming-type of
interference. The effective C/N0 is typically derived theoret-
ically as a function of SSC, when the interference spectrum
is assumed known.

Another approach to compare the performance of jam-
ming and spoofing detection algorithms is the so-called
vulnerability region [64]. Given a distinguishing parameter
of the interference (e.g., power, interference-to-noise ratio,
interference-to-signal ratio) on the x-axis and the detection
metric used by the algorithm on the y-axis, the applied detec-
tion threshold cuts the quadrant in two regions. The region
that includes feasible values of the x-axis for which the
detection metric is below the detection threshold indicates con-
ditions for which the algorithm is expected to fail in detecting
the interference (vulnerability). The smaller the vulnerabil-
ity region, the more robust the algorithm with respect to the
parameter indicated on the x-axis. In this case the performance
metric is defined in the signal domain and the consistency of
the detection metrics for different algorithms must be carefully
verified.

Finally, the induced variations on all the observable data
produced by a receiver exposed to a spoofing attack can
be used to evaluate the residual receiver vulnerability to the
attack. An example of comprehensive analysis of all the
observables for three receivers under tests and several spoofing
test cases is contained in [76].
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TABLE VIII
SUMMARY OF INTERFERENCE MITIGATION METHODS FROM LITERATURE.THE COLOUR CODE IN COMPLEXITY AND PERFORMANCE COLUMNS

SUPPORTS A QUICK ASSESSMENT, LIGHT-COLOURED REGIONS ARE BETTER THAN DARK-COLORED REGIONS

In Table IX we summarise the most relevant metrics found
in literature and which can be used to compare various coun-
termeasures for GNSS interference. Most of the metrics can be

used for any type of interference and for any of the four stages
identified in Section III to manage the interference (detection,
localization, classification, mitigation). Some metrics, such as
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TABLE IX
COMPARATIVE PERFORMANCE METRICS IN ADDRESSING THE INTERFERENCE IN GNSS

pseudorange double differences, are only relevant for some
particular contexts (e.g., spoofing detection and mitigation
techniques).

B. Comparative Detection Performance for Jammer
Detection

This section shows a comparison between different detec-
tion algorithms against three different jammer types, selected
as the most representative between the various jammer types,
as they are the ones most encountered in literature stud-
ies: CW, chirp and DME-like. The results shown in this
sub-section are based on MATLAB simulations. For the sim-
ulations parameters we used 105 independent Monte-Carlo
iterations. The considered satellite signal was an GPS C/A
L1 signal with a C/N0 of 45 dB-Hz. The channel used was
a fading channel model with a single path for the GNSS
signal and a multipath model composed of 5 paths for the
jammer signal. The jammer ground-to-air channel and the
GNSS satellite-to-air channels were modeled as uncorrelated
channels.

Fig. 10, Fig. 11 and Fig. 12 show the probability of detection
for a CW jammer, a chirp jammer, and a DME-like jammer,
respectively.

We remarked that the best detection performance against
the different jammer types are generally yielded by the
power based detectors, such as AGC, TPD, FPD, Welch and
Periodogram. In the case of CW and chirp signal, the jammer
can be reliably detected even at JSRs below 0 dB. Especially
the FPD detector offers the best performance at any JSR

Fig. 10. Probability of detection of an CW jammer for different jamming
powers.

among the considered detectors, except for the DME-like jam-
ming signal, although the differences in performance between
the top three methods are rather small (below 1 dB of dif-
ference of JSR to obtain the same amount of Pd). Further
comparison of Fig. 10, Fig. 11 and Fig. 12 shows that the
detection methods behave similar for AM and chirp signals.
The detection probability start to be non-zero at JSR higher
than −15 dB. The main difference between the analyzed detec-
tion algorithms occurs with the notch filter, which requires up
to 15 dB more jamming power to detect the jammer compared
with the rest of methods. In the three considered cases (i.e.,
CW, chirp-jamming and DME-like/pulse), in order to achieve
Pd = 1 with any of the methods, we need a jammer transmit-
ting with a JSR of at least 0 dB. The detectors that offer the
worst performance among the considered ones are the Notch
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Fig. 11. Probability of detection of a chirp jammer for different jamming
powers.

Fig. 12. Probability of detection of a DME-like jammer for different jamming
powers.

Filter and the detector based on the Kurtosis. In addition, as it
is shown in Fig. 12, the Kurtosis detector does not work at all
with DME-like/pulse jammers; in this case, the jammer signal
stays virtually undetected. The reason is that the pulses of the
considered signal are too short and are not repeated constantly,
which makes it undetectable with the considered detectors.

C. Comparative Detection Performance for Spoofing
Detection

An example of spoofing detection analysis based on Monte
Carlo evaluation of the false alarm rate is shown in Fig. 13.
The algorithm under test is the D3 [166], mentioned in
Section V. The false alarm rate, defined as the number of
false spoofing identifications over the total number of decisions
along a Monte Carlo simulation test, is used as an estimator
of the probability of false alarm Pfa. It is evaluated in nomi-
nal signal conditions (no spoofing active) as a function of the
C/N0 ratio of the authentic signals. The simulation length
for each point of the plot was 300 seconds × 9 satellites.
The parameters of the D3 configurations compared in the fig-
ure are the detection window length, tdet, and the distance
between the two antennas, lb. The figure shows that, with the
parameters under test, the false alarm rate is below 3% for
any C/N0 level with a detection window of 3 s, and below
1% for any C/N0 level with a detection window of 1 s. The
antenna distance has quite limited impact on the performance.

A similar Mont Carlo approach is used in Fig. 14 to compare
the performance of the D3 detector with that of the Sum of

Fig. 13. Comparison of false alarm rates from Monte Carlo simulations for
the D3 dual-antenna spoofing detector, as a function of the C/N0 ratio of the
genuine signal and for different choices of parameters of the D3 algorithm.

Fig. 14. Correct detection rates from Monte Carlo simulations for the SoS
and D3 dual-antenna spoofing detectors, in different signal conditions.

Squares (SoS) [67]. In this case, the correct detection rates were
computed in three different scenarios: a case of genuine signal
ensemble (without spoofing), to estimated the correct detection
probability (1−Pfa), and two cases of spoofed signals, where
in the latter the receiver experiences a ‘mixed tracking’; these
cases give an estimate of the probability of detection Pd. The
purpose of the comparison is to show that the D3 detector is
as reliable as the SoS in the first two scenarios, and is also
able to cope with a ‘mixed tracking’ scenario with very high
reliability, where instead the SoS totally fails [166].

D. Examples of Direction Finding and Positioning
of an RFI Source

This section compares two approaches to infer the location
of an RFI source jamming the GPS L1 band. In addition to the
interferer, we simulate GNSS signals and a noisy fading chan-
nels for an en-route scenario. The first approach is based on a
small antenna array as part of a on-board system. The chan-
nels in that case consist of uncorrelated single fading paths
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Fig. 15. AoA estimation (azimuth) with three-element antenna array in a
triangular configuration with about 1 m inter-element distance.

for both the jamming signal and the GNSS signals. The sec-
ond approach uses a large antenna configuration as it could
be used to cover the surrounding area of an airport. For this
case we assume multi-path propagation for the jamming sig-
nal, and single LOS path for each of the GNSS signals. For
each approach we show the performance for different jamming
signals, see Table III and Fig. 7.

For the on-board approach we simulated a RFI source at a
distance of 1 km from the aircraft. The antenna array consists
of three elements placed on the vertices of a triangle in a
distance of about 1 m. The spatial spectrum and the AoA were
estimated using the MPDR method [219]. Fig. 15 shows the
AoA for different jamming signals.

At a JSR of about 15 dB the accuracy is about 1◦. The DME
like jammer concentrates its energy in a relatively small time-
frequency section and its AoA can be estimated accurately
already at 0 dB. Harder to localize is a narrow band noise
jammer.

The second case is the jammer localization with TDoA
measurements from ground stations. The antennas are placed
in a triangle and the baseline between the three antennas is
about 10 km. The TDoAs are estimated by cross-correlating
the outputs of two different antennas and the position solu-
tion is computed using iterative, linearized Least Squares (LS)
algorithm. Fig. 16 shows the positioning accuracy for this
scenario.

Large outliers are observable in low JSR regimes for the
FM-tone and narrowband noise signal. Moreover, the algo-
rithm did not converge in all cases, which explains the
interrupted graphs and missing data points.

X. DESIGN RECOMMENDATIONS FOR DEALING WITH

INTERFERENCES IN SATNAV FOR AVIATION

Our literature survey and own investigations based on theo-
retical analysis, simulations, and experimental work as shown
in previous sections, point out towards the following main
findings regarding the interference management in GNSS:

Fig. 16. Position estimation (two-dimensional) based on TDoA estimates
with three antennas in a triangular configuration with baselines about 10 km.

• In order to detect both jamming-type and spoofing/
meaconing-type of interferences, there is the need to
incorporate two interference detection blocks in the
SatNav receiver: one in the pre-correlation domain for
the jammer detection and another in the navigation
domain for the spoofer detection. Unlike the jammer
detectors which can be implemented with a relative low
cost, the anti-spoofing post-correlation detectors would
require profound modifications to the HW/firmware of the
receiver and therefore have been ranked as less suitable
for acceptance in aviation domain.

• It is recognized that a single technique able to deal with
all the possible interference conditions – either jamming
or spoofing – does not exist and a combination of tech-
niques is the most promising approach in terms of safety.
Nonetheless, in the vast panorama brought to light in this
paper, it is possible to identify some especially effective
techniques. The most suitable methods for interference
detection in a SatNav receiver used in aviation were
identified to be the AGC and time and frequency power
detectors (TPD, FPD) for the jammer detection and the
SoS/D3 dual-antenna detector for the spoofing detection.

• The algorithms giving the best tradeoffs between com-
plexity and performance for the interference localization/
direction finding were identified to be the AoA algorithms
for both jamming and spoofing. To reduce the additional
complexity and extra interference due to placing addi-
tional antennas on board of the aircraft, maximum three
GNSS on-board antennas are recommended for the AoA-
based interference localization. Nevertheless, one antenna
suffices for jamming detection and only two antennas are
required for spoofing detection with SoS or D3.

• In terms of interference mitigation approaches for avia-
tion, when the number of GNSS antennas must be kept to
a minimum, the most promising ones for jammer mitiga-
tion are the pre-correlation approaches, such as ANF or
PBM, if an a priori interference classifier block is used or
MSTFT if no a priori classifier is used. The spoofing mit-
igation is effective only in the post-correlation/navigation
domain.
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• Last but not least, the current literature on interference
classification in GNSS is rather scarce and no conclu-
sive algorithms could be found to work for all types of
interferences. Machine learning classifier seem promis-
ing, but their performance or complexity as classifiers of
GNSS interferences has yet to be studied.

In addition to the challenges related to GNSS-based nav-
igation in aviation, there are of course challenges related to
communication aspects, which fall outside the focus of this
paper. Good surveys on communication challenges and solu-
tions in future aviation can be found for example in [256]
(future aeronautical communication systems), [257] (air traf-
fic security solutions), [258] (medium access control protocols
for UAV) and [259] (aeronautical channel models).

XI. CHALLENGES, FUTURE TRENDS IN NAVIGATION FOR

AIRCRAFT AND OPEN RESEARCH DIRECTIONS

The future of SatNav on-board of aircraft is expected to
follow some evolutionary trends that also will open new
research challenges and will shape future research direc-
tions [2], [12], [260]–[263]. The main trend in GNSS
is certainly the development towards dual/multi-frequency
and multi-constellation receivers in order to improve accu-
racy, availability, continuity, and resilience to atmospheric
effects, multipath and interference. Today’s high-precision and
mass-market receivers already offer Dual-Frequency Multi-
Constellation (DFMC) support. Although moving at sensibly
slower pace for reasons of regulation, safety and certification,
the GNSS receivers segment for civil aviation is evolv-
ing in the same direction of DFMC. ICAO and European
Organisation for Civil Aviation Equipment (EUROCAE) are
working at the definition of the next generation standards for
DFMC GNSS, targeting Minimum Operational Performance
Standards (MOPS) for GPS and Galileo on L1/E1 and L5/E5a
frequency bands. The ICAO concept of operations for DFMC
GNSS dates from April 2018.

Following the above-mentioned DFMC evolution, in the
near future SBAS is expected to support DFMC capabilities
in order to take advantage of GNSSs other than GPS and
of dual-frequency operations. The next generation of EGNOS
(EGNOSv3) will provide its corrections and integrity services
for DFMC. According to European GNSS Agency (GSA)’s
notes available at the time of writing, EGNOSv3 operational
target date is foreseen around 2022, while its Safety-of-Life
service is foreseen to become operational around 2024. Before
that date, the new generation of user terminals needs to have
been industrialised and certified, so that aviation users can
be equipped with new receivers. A similar evolution must be
pursued by the GBASs.

The main development trends in the navigation domain for
aviation can be summarized as follows.

a) Advanced coping with RFI: The vulnerabilities of GNSSs
are a well-known risk since longtime; however, with the
evolution of the GNSS role they have become more and more
of an issue, as also emphasized in our survey. Coping with
RFI in the future is also likely to follow the above-mentioned
DFMC trends, posing new challenges for researchers to deal

with interferences in dual/multi-frequency bands and multi-
constellation receivers while preserving an affordably low
complexity.

As RFI mitigation is now known to be a challenge in
aviation, ICAO released a “GNSS RFI Mitigation Plan” in
2017, in order to give a strong push towards the investi-
gation and adoption of interference countermeasures. Also
Radio Technical Commission for Aeronautics (RTCA) and
EUROCAE are working in the same direction. The intro-
duction of DFMC is seen as strongly beneficial, however
it is expected that receivers and antennas could need to
include superior technologies and algorithms to improve their
resilience to RFI. Ensuring the integrity of more complex on-
board GNSS receiver and computing protection levels, etc. is a
progressing challenge as significantly more information from
different sources/methods needs to be combined compared
with existing solutions.

b) Facing the spoofing risk in aviation: The risk of a spoof-
ing attack purposely directed to a civil aircraft has been seen
as relatively unlikely so far, because of the very high techni-
cal complexity of its implementation when the aircraft is in
flight (on the contrary, the airport areas should be constantly
monitored by terrestrial stations); also “collateral” spoofing,
in which the aircraft is affected though not being the intended
victim of the attack, is not labelled with high probability of
success. Nevertheless, in the panorama traced above where
GNSS is increasing its role in navigation operations, this
risk should not be relegated as negligible, but should be
managed with appropriate measures. The GATEMAN project
promoted by the Single European Sky Air traffic manage-
ment Research (SESAR) Joint Undertaking is an example
of research targeted to future RFI and spoofing management
procedures [264], [265].

c) The role of GNSS authentication: The GNSS authentica-
tion mechanisms foreseen for Galileo [266] and, in a farther
future, for GPS [267] add an intrinsic anti-spoofing barrier in
the Signal-In-Space. Nonetheless, the suitability and effective-
ness of such mechanisms in civil aviation has not been proved
so far, because they should be compared against the strict
availability, continuity and time-to-alert requirements posed by
the aviation standards. Also the presence of key management
protocols has to be verified for acceptance in the civil avia-
tion safety framework. In general, this topic still leaves wide
spaces for technical research and strategic discussions.

d) Advanced Receiver Autonomous Integrity Monitoring
(ARAIM): According to this evolutionary trend, the ARAIM-
Milestone 3 released by the ARAIM working group in
February 2016 has included the concept evolution towards
DFMC. The complementarity and coexistence of ARAIM with
SBAS in the future evolutions have been reinforced. ARAIM
challenges in civil aviation have recently been addressed
in [268].

e) Evolution of the GNSS role: The solid improvement
of performance expected from DFMC operations, including
SBAS and ARAIM, fosters a fundamental change in the role
of GNSS in the civil aviation domain: from a supplemental
means of navigation, GNSS is rushing to become the primary
one, while legacy terrestrial aids, such as ILS, VOR, DME,
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seem destined to cover more and more a backup role in case
of GNSS outage.

f) The concept of Free Route Airspace (FRA): In this
evolved panorama, a new concept is emerging, enabled by
the new trust on GNSS. Free Route Airspace (FRA) is a
novel approach for the management of the airspace, in which
aircraft will be allowed to select the most economical route
between two points. The introduction of this concept changes
the perception of GNSS from simple sensor to a component
of the traffic management system and, as such, necessitates
the involvement of many different stakeholders, e.g., air traf-
fic controllers, pilots, carriers, etc. The FRA concept and its
associated challenges is detailed for example in [269].

Further research trends can be recognized in:
g) 5G mobile communication network: 5G has the poten-

tial to provide positioning services with a more precise
accuracy (below 10 cm) than GNSS using the existing infras-
tructure [28], [270]. The position provided by 5G has to be
accurate (centimeter-level), reliable, and with a low latency
(few ms). The main drawback for aviation is that currently
the cellular antennas are not pointing to the sky, so the com-
munication range is reduced. In addition, 5G mm-wave signals
will suffer high path losses compared to cm-wave signals and
will be unlikely to be received at medium and high-altitude,
thus such solutions are likely to be limited to drones and
other low-altitude aircraft and in the vicinity of the airports.
An open research challenge remains to design the future 5G
systems also with antenna up-tilting, in order to better serve
also the aerial users and vehicles, and the reliability required
in aviation.

h) Airbone Separation Assurance System (ASAS):
ASAS [271] provides pilots assistance to maintain the
required separation between aircraft, while information about
the surrounding traffic is also provided. ASAS enables the
possibility of the flexible use of airspace (‘free-flight’).
With ASAS, the airspace capacity may increase, as well
as the congestion might be reduced since aircraft may fly
closer to each other. In addition, ASAS does not depend on
ground-to-air communication.

i) N-D trajectory management: This concept, used on
Eurocontrol and SESAR pages [272], [273] relies on adding
additional dimensions (N ≥ 4) to the traditional 3-D nav-
igation parameters (latitude, longitude, altitude), including
information such as the wind speeds, temperature modelling,
fog, and mist estimation, etc. N-D trajectory management can
thus offer additional protection against interference, as chan-
nel/environmental effects are likely to be very different on
the interferer-aircraft channel compared to the satellite-aircraft
channel. However further research is needed to fully under-
stand the capabilities of N-D trajectory management to deal
with wireless interference.

j) Cloud-based GNSS: Cloud GNSS receivers [274]–[277]
make easier the implementation of sophisticated signal pro-
cessing techniques, since the actual processing of the GNSS
samples is not done in the aircraft. The processing is done
remotely in cloud terrestrial servers, and this can be more pow-
erful and accurate than the in-built/on-board GNSS receivers.
In addition, upgrades such as adding new signals or new

constellations are easier to implement in cloud, since the only
needed modifications are to be applied at the cloud side [274].
Cloud GNSS receivers operation is really simple: the user
terminal only needs to collect the RF samples and to trans-
mit them to the cloud infrastructure, where the GNSS signal
processing takes place. Some of the main challenges in cloud-
based GNSS will be to achieve low latency in the navigation
solution and to provide authentication and security of the
navigation solution.

k) Machine learning in GNSS: An increased use of machine
learning techniques in GNSS is expected also in aviation
domain. Machine learning techniques might be useful for aid-
ing the navigation estimation by using the vehicle dynamic
model [278], for detecting ionospheric scintillations [279] or
for detecting the multipaths [280]. Machine learning algo-
rithms may also find their applicability to detect and classify
jamming and spoofing [143], [210] and further research is
needed in order to explore the vast possibilities of the machine
learning techniques in the aviation domain.

XII. CONCLUSION

This paper has provided a comprehensive survey of
interference types in GNSS systems as well as of interference
management solutions, namely interference detection, local-
ization, classification, and mitigation methods existing in the
specialized literature on SatNav systems from the last four
decades. Because the intentional interference, such as jam-
ming and spoofing, are the most threatening and increasingly
occurring in SatNav systems, the focus here has been on these
intentional interferences. However, the surveyed methods apply
as well to unintentional interferences, as most of them can be also
modeled via the jammer or spoofer models given in Section IV.
In addition, our focus has been on SatNav in aviation.

The counter-interference solutions in aviation domain need
to fulfil additional constraints compared to other counter-
interference solutions in GNSS in general. Examples of such
constraints are: to keep the number of additionally needed
antennas on-board of an aircraft to a minimum, to not create
additional interference with other on-board wireless receivers,
to take into account that the on-board antenna placement is
limited by the surface of the fuselage due to vibrations of less
rigid parts of an aircraft, etc. After surveying different meth-
ods in detecting, mitigating, localizing, and classifying the
interferers in GNSS, our Section X summarized the main find-
ings in the context of aviation, in order to convey significant
take-away points to a possible designer.

We have shown that the research areas of interference
detection, mitigation, and localization have been widely cov-
ered by the research community so far, while the research
area of interference classification is still lagging behind and
there are still not many methods investigated in the context
of GNSS interference classification. We have also provided
unified and comprehensive mathematical models of jammers,
spoofers, and meaconers in GNSS and we analyzed how dif-
ferent interference countermeasures are applicable to each
interference type. We pointed out that one cannot generally
use the same receiver algorithm to deal with all types of
interferences, as most algorithms work only with a particular



284 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 22, NO. 1, FIRST QUARTER 2020

Fig. 17. Example of test statistic of AGC detector for a double-tone AM
jamming signal. JSR and C/N0 are 40 dB and 50 dBHz, respectively.

interference type. Also, as a general rule, the pre-correlation-
level methods proved to be more effective than other methods
in the context of jamming-type of interference; while to combat
spoofing, the methods at navigation-level tend to outperform
the methods at other receiver stages, if a trade-off between
complexity and performance is set up. We have also shown
that AoA-based localization methods are the ones with the best
performance-complexity trade-off for localizing interferers.

Future trends and open challenges were also discussed in
Section XI. Future possible directions in the aviation area
are to complement the existing on-board navigation solu-
tions with alternative solutions, while ensuring the reliability
required in aviation; for example, with those based on DFMC
GNSS, on cloud GNSS, or on the upcoming 5G signals.
Expanding the existing algorithms with machine learning solu-
tions and N-D trajectory management are an other timely
research directions in this field.

APPENDIX

EXAMPLES OF INTERFERENCE DETECTORS

This Appendix gives some numerical examples of various
interference detectors, based on the discussions in Section V.
These examples can shed more light for the interested readers
into the details of various interference detection algorithms.

An example of an AGC detector for a two-tone AM jam-
ming signal is shown in Fig. 17, for the situation when the
jammer is disabled during the first 8 ms, enabled for the next
4 ms, and then off again. A clear drop in the AGC gain is
observed when the jammer is on (less gain is required since
the signal at the input is stronger), so this can be a good
indicator about the jammer presence.

Figure 18 exemplifies a PDF detector for a ‘clean’ GPS
signal (no interference) and two types of jammers (single-
tone AM and single-chirp jammer). The samples are clearly
not normally distributed in the presence of jammers.

Fig. 19 illustrates how the test statistic of an TPD detector
can evolve over a time period while the jammer is absent and
present.

The signal power increases considerably after 7 ms, which
is the time instant the jammer is switched on. At this moment
the estimated input power starts increasing, until it reaches a
maximum, where the window of samples to compute the TPD
takes into account only the time instants where the jammer is

Fig. 18. Example of PDF detector’s test statistic for AM and chirp jamming
signals. JSR and C/N0 are 40 dB and 50 dBHz, respectively.

Fig. 19. Example of test statistic of TPD detector for double-tone AM
jamming signal. JSR and C/N0 are 40 dB and 50 dBHz, respectively. The
window time used by the detector algorithm is 5 ms.

Fig. 20. Example test statistic of FPD detector for double-tone AM and
chirp jammers. The no-jammer case is also shown as a reference. The time
window used by the detection algorithm was 5μs.

on. At about 20 ms the jammer is switched off, and then the
detected power returns to the nominal level before the jammer
was enabled.

An example of an FPD detector is shown in Fig. 20. Sub-
plot Fig. 20(c) shows the FPD’s test statistic when the jammer
absent. In the sub-plot Fig. 20(a), the case of a two-tone AM
jammer is shown. The power of the AM tone jammer is about
50 dBm above the rest of the signal on the frequencies of
both AM tones. In this case, the test statistic shows the tone’s
frequencies, knowledge that might be exploited for jamming
mitigation. Figure 20(b) shows a chirp jammer with a power
35 dBm higher than the GNSS signal, over the whole sweep
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Fig. 21. Example test statistic of periodogram detector for double-tone AM
and chirp jammers. The no-jammer case is also shown as a reference. The
length of the used window was 5μs.

Fig. 22. Example test statistic of Kurtosis detector for AM jammer.
JSR=40 dB and CNR=50 dBHz. The window time for the detector algorithm
was 1 ms.

range. For the chirp jammer, the instantaneous frequency can
not be determined easily.

Fig. 21 shows the Welch periodogram as the test statistic in
the presence of a double-tone AM jammer (Fig. 21(a)), a chirp
jammer (Fig. 21(b)), and a GNSS signal without any jammer
(Fig. 21(c)). The jammers here were assumed to be 20 dBm
stronger than the GNSS signal.

Fig. 22 shows an example of a Kurtosis detector for an AM
jammer.

We can see from Fig. 22 that as long as the jammer is off,
the Kurtosis is approximately 3. Otherwise the value of the
kurtosis drops significantly (e.g., it is halved in this example),
signaling the presence of a jammer.
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