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Abstract

Conventional image-oriented cryptographic techniques
lack the flexibility needed for content-specific security fea-
tures such as the concealment of confidential information
within a portion of a document. Content-specific security
is particularly important for digital archival systems that
store sensitive documents in the form of digital images. Re-
cently, a novel image encryption scheme utilizing multiple
levels of regions-of-interest (ROI) privileges for digital doc-
ument encryption was developed to address the needs of
modern digital document management systems. This im-
age encryption scheme requires the selection of regions-of-
interest for encryption. The process of manually selecting
regions can be time-consuming. This paper presents an au-
tomatic, regions-of-interest selection algorithm that utilizes
an expert knowledge learning system to select regions of
interest in a scanned document image for the purpose of
minimizing human interaction time during the encryption
process. Experimental results show that a high level of ac-
curacy and significant timesaving benefits can be achieved
using the proposed algorithm.

1. Introduction

Encryption is required to protect digital documents dur-

ing storage and transmission. While conventional cryp-

tographic techniques are useful for protecting entire files,

such techniques are not suitable for encrypting portions of

scanned document images. Also, the encryption of entire

scanned document images requires a substantial amount of

processing time.

Image-oriented algorithms have been developed to pro-

vide better overall performance. However, these algorithms

lack the level of security provided by conventional tech-

niques and lack the flexibility needed for content-specific

security such as the concealment of confidential informa-

tion within a document. These issues prevent the use of

image-oriented encryption techniques for the protection of

portions of confidential documents in a digital document

archival and distribution system. This is particularly true

when paper-based documents are scanned and archived in

the form of digital images. Recently, a novel image encryp-

tion scheme [18] was developed based on the concept of

selected regions-of-interest (ROI). This multi-level digital

document encryption scheme addresses the needs of mod-

ern digital document management systems. Using this ap-

proach, an individual selects the confidential regions of in-

terest to be concealed in an image and the encryption system

encrypts these areas based on the level of authority that is

required to view portions of the document.

Using a multi-level digital document encryption scheme,

an encrypted image of a confidentiality agreement can be

viewed with different levels of authority. The general pub-

lic is able to see the public content of the document to al-

low for document content browsing and content-based doc-

ument searching. Individuals with a level-1 security clear-

ance are allowed to access portions of the hand-written ar-

eas to validate that the agreement has been completed prop-

erly. Individuals with a level-2 security clearance are able

to read the entire document including the signature portions

of the document to allow for signature verification.

The encryption algorithm requires the selection of ROI

for encryption. This process can be time-consuming if done

manually without any assistance. The human selection of

ROI is generally the bottleneck in the ROI encryption pro-

cess. The automation of ROI for encryption can yield sig-

nificant time savings and it is highly desirable.

A number of ROI selection algorithms have been in-

troduced in the area of medical imaging for isolating spe-

cific areas in DPA [16], X-ray/CT/PET images [7] [9] [11],
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renograms [1], and mammograms [14] [15]. ROI selection

algorithms have also been explored for the analysis of aerial

and satellite images [4] [12], content authentication [8] [6],

and textual analysis [17]. A number of issues arise when the

aforementioned algorithms are viewed in the context of ROI

digital document encryption. These algorithms are designed

for a specific task and have domain-specific dependencies

that make them unsuitable for use in ROI selection for dig-

ital document image encryption. Furthermore, a word or

phrase may need to be encrypted in one document but not

in another document. The process of automatically select-

ing specific text in a digital document image for encryption

seems practically impossible.

However, two important characteristics common to

archived digital documents can be exploited to allow for

ROI selection in digital document images. First, the digi-

tal documents stored in document management systems are

typically standardized documents with well-defined docu-

ment structures. The overall structure of a standardized

document can be easily identified and spatial relationships

can be established. Second, the digital documents stored in

document management systems are typically produced by

scanning paper documents using flatbed scanners. Thus, the

image disparities between two documents of the same type

are primarily Euclidean transformations consisting of mi-

nor rotations and translations. These Euclidean transforma-

tions can be identified using pattern recognition techniques.

Thus, it is possible to implement an effective and practical

automatic ROI selection system to help reduce human inter-

action time.

This paper describes a new automatic, region-of-interest

(ROI) selection algorithm that utilizes an expert knowledge

learning system to select regions of interest in a standard-

ized, digital document image for the purpose of minimizing

human interaction time during the digital document encryp-

tion process. In this paper, the proposed selection algorithm

is described and explained in detail in Section 2. Experi-

mental results are presented in Section 3 along with an anal-

ysis of the accuracy of the proposed algorithm. Section 4

concludes with a discussion of the merits of the proposed

algorithm.

2. Proposed Automatic ROI Selection Algo-
rithm

The algorithm proposed in this paper accomplishes au-

tomatic ROI selection in a document with the use of an ex-

pert knowledge learning system. It is possible to use past

knowledge learned from human expert input about similar

document images to automatically determine the appropri-

ate set of ROI for an untrained document image given that a

sufficient set of representative document image samples are

trained on the knowledge learning system. This set of ROI
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Figure 1. Automatic ROI Selection Algorithm

Documents

Legal
Forms

Administrative
Forms

Confidentiality
Agreement

Security
Clearance

Approval Form

Security
Clearance

Code Sheet

Employee
Evaluation

Form
IP Transfer

Form

Figure 2. Sample ROI Knowledge Learning
System Structure

can then be used to accelerate the human interaction pro-

cess for ROI image encryption algorithm by reducing the

amount of interaction needed from a human expert.

2.1. Overview

Given an initial uncompressed raster image (Image),

the proposed algorithm finds an approximate set of ROI

(ROIopt) based on prior knowledge instances from a

knowledge learning system. A general overview of the au-

tomatic ROI selection algorithm is shown in Figure 1.

2.2. ROI Knowledge Learning System

A hierarchical N -ary tree structure acts as the founda-

tion for the ROI knowledge learning system. Learned im-

age instances are categorized by their document structures.

A sample of a ROI knowledge learning system structure for

a set of documents is shown in Figure 2.

The hierarchical tree structure that serves as the basis

of the knowledge learning system architecture permits the

rapid identification of ROI since the number of knowledge

instances that must be compared against the input image is

small. Even for large tree structures, the number of com-

parisons will be reasonable. Each of the leaf nodes in the

knowledge tree corresponds to a set of knowledge instances

that fall under a category, known as a knowledge base. Each

knowledge instance in the knowledge base represents a sep-

arate image that has been “learned” by the knowledge sys-
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Table 1. Knowledge Instance Data Fields

id Unique knowledge instance identifier

IMAGEid Scaled-down, inverted grayscale version of

the original document image data

COARSEid Coordinates of the image features used dur-

ing coarse and fine image registration

FINEid Coordinates of the additional image features

used during fine image registration

ROIid ROI specification data of the image

tem. The data fields associated with knowledge instances

are defined in Table 1.

The ROI specification data stored in a knowledge in-

stance consists of the top-left and bottom-right corner co-

ordinates of the rectangular ROI in the image, as well as

the corresponding level of authority required to view each

region. The image feature information stored in a knowl-

edge instance is used for image registration. This infor-

mation varies depending on the registration technique used.

For standardized documents, two sets of feature points are

stored. A small set of corner feature points are used for both

coarse-grained image registration and fine-grained image

registration. A large set of additional corner feature points

are used for fine-grained image registration. Figure 3 illus-

trates a sample knowledge instance. Corner feature points

are used for image matching. Standardized documents con-

sist primarily of lines, boxes, and textual information with

well-defined fonts for information clarity. The structural

characteristics of these elements can be well represented by

their corners. For example, a box element can be repre-

sented in a concise manner by its four corners and the letter

A can be defined by its five corner points. Therefore, cor-

ner feature points can be used effectively for matching such

document images.

The knowledge learning system can be viewed as a dy-

namic rule base consisting of IF-THEN rules. These rules

have the following form:

IF (x1 AND x2 AND . . . AND xn AND y) THEN z

The antecedents x1 to xn represent the categories in the

learning system, the antecedent y represents an image, and

the consequent z represents the multiple levels of ROI asso-

ciated with the image. The training process can be treated

as the addition of new rules to the existing rule base, while

the initial ROI identification process is simply a search for

the best match in the rule base. An example of a “rule” in

this system is the following:

IF (Legal Form) AND (Confidentiality Agreement) AND

(IMAGEi) THEN (ROIi)

id 1

IMAGE1 150 × 200 grayscale image data

COARSE1 Feature Coordinates
1 {(10, 10)}
2 {(20, 20)}
3 {(3, 90)}

FINE1 Feature Coordinates
1 {(30, 16)}
2 {(50, 30)}
3 {(16, 90)}

ROI1 Region Authority Coordinates
Level

1 1 {(5, 6), (10, 15)}
2 1 {(30, 9), (40, 30)}
3 2 {(60, 60), (70, 70)}
4 2 {(75, 75), (90, 90)}
5 3 {(50, 50), (60, 60)}

Figure 3. Sample Knowledge Instance

The first two antecedents representing categories have

binary values of 0 or 1. The last antecedent representing

an image as well as the consequent representing set of ROI

are fuzzy with values ranging between 0 and 1.

2.3. Training Stage

At this stage, the knowledge learning system is trained

through expert interaction. The human expert inputs an im-

age into the knowledge learning system and specifies the

ROI within the image, along with their level of authority

and the type of document. For example, the human ex-

pert may specify a number of ROI with level of authority

of 1 around the signature areas in the input digital docu-

ment image and select the document type as “Confiden-

tiality Agreement”. A unique identifier denoted by id is

generated for the knowledge instance and ROI specifica-

tion data ROIid is generated from the image based on the

ROI and the level of authority specified by the human ex-

pert. A downscaled, inverted grayscale version of the image

IMAGEid of mref×nref pixels is generated as well. Image

feature data is generated from the image by extracting two

sets of corner feature points (COARSEid and FINEid)

from image using a corner detection technique (such as the

Harris corner detector [3] or the SUSAN corner detector

[13]). For the purpose of the proposed algorithm, a modi-

fied Harris corner detector as described in the thesis by J.

Noble [10] was used. In this corner detection algorithm, the

corner strengths are calculated using the following formula:
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C(x, y) =
(∇x2(x, y)∇y2(x, y) −∇2

xy(x, y))
(∇x2(x, y) + ∇y2(x, y))

(1)

∇x2(x, y) and ∇y2(x, y) are Gaussian-smoothed squared

derivatives in the x and y directions respectively. ∇xy(x, y)
is the Gaussian-smoothed cross-derivative. The corner po-

sitions in the image are then determined by finding points

where the corner strength is a local maximum in a n × n
neighborhood and the corner strength is greater than a pre-

defined threshold of t. For the proposed algorithm, a 3 × 3
neighborhood is used and thresholds of t = 500 and t =
5000 are used to select corner feature points for fine-grained

and coarse-grained image registration respectively. The im-

age feature points are extracted for the entire image in a way

that ensures enough feature points for accurate image regis-

tration. The id, ROIid, COARSEid, and FINEid of the

trained image are then stored in a knowledge instance which

is then linked to the knowledge base that corresponds to the

specified category.

The training algorithm extracts two sets of image feature

points from the existing image and stores them along with

the user-specified ROI and a downscaled, inverted grayscale

version of the image to create the knowledge instance. This

creates a reasonably concise knowledge representation of

the image in the knowledge base that helps minimize the

amount of computations needed during the ROI selection

phases of the algorithm.

2.4. Initial ROI Identification Stage

At this stage, the input image under evaluation (and op-

tionally the document category) is entered into the ROI se-

lection system. A downscaled, inverted grayscale version

of image (IMAGER) with a size of mref × nref pixels is

generated. Two sets of image feature points COARSER

and FINER are generated from the image by extracting

the features from IMAGER using the same feature detec-

tion algorithm as that used in the training stage.

The set of searchable knowledge instances are deter-

mined based on the document category that was specified.

If no document categories were specified, then all instances

in the knowledge learning system are marked as searchable.

If a category is specified, then all the instances of all the

knowledge bases that fall under that category are marked as

searchable. One of the primary drawbacks to the proposed

algorithm from a computational performance perspective is

that all knowledge instances must be evaluated if the docu-

ment category is completely unknown. However, this is sel-

dom the case in digital document management systems as

the document images are standardized documents of known

types. Therefore, the document type of the input image

is known to a reasonable extent and therefore reduces the

computational requirements to a minimal.

For each knowledge instance i from the set of searchable

knowledge instances, a fitness rating is calculated depend-

ing on how well IMAGEi matches IMAGER. The image

correlation technique used is based on a publically available

approach [5]. First, the input image and the image from the

knowledge instance are smoothed using an 11× 11 average

filter and subtracted from the original corresponding images

to compensate for brightness differences in the images. The

normalized cross-correlation between all feature points in

COARSER from the input image and all feature points in

COARSEi from the knowledge instance i within a search

radius of 1
3min(mref , nref) is then calculated using a 11×11

correlation window to obtain the corresponding correlation

strengths between two feature points denoted as follows:

r(p1, p2) =
ΣxΣy(Ip1(x, y)Ip2(x, y))√

ΣxΣy(Ip2(x, y))2
(2)

where p1 and p2 are feature points in the input image

and the knowledge instance respectively, and Ip1(x, y) and

Ip2(x, y) are the grayscale intensity values at (x, y) in the

correlation window centered at p1 and p2 respectively. The

matching feature point pairs are determined by searching

for the instances where the most correlated feature points

are two-way consistent. For example, if the strongest cor-

relation strength of p1 corresponds to p2 and the strongest

correlation strength of p2 corresponds to p1 then the fea-

ture points are considered a matching pair. Finally, a fitness

function denoted by F is calculated as the sum of correla-

tion strengths of the matching pairs:

F = Σ(r(p1, p2)), for all matching pairs (3)

where p1 and p2 are the points in a matching pair.

Finally, the knowledge instance from the set of search-

able instances with the highest fitness rating is selected as

the best match for IMAGER and the initial set of ROI is

set to that of the matched knowledge instance.

It is important to discuss the significance of using in-

verted pixel intensities as opposed to the original grayscale

intensities for the purpose of image matching. A standard-

ized document image consists primarily of dark textual con-

tent on a white background. Given the relatively sparse na-

ture of the textual content as well as the dependence of pixel

intensities in the correlation function, the background pixels

become the dominant factor in the image matching process

if the original pixel intensities are used. This diminishes

the discrimination capabilities of the image matching pro-

cess for such document images. By using the inverse pixel

intensities, more emphasis is placed on the actual textual

content pixels in the correlation function resulting in better

discrimination between different document images.
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The ROI identification algorithm uses a number of tech-

niques to improve overall ROI identification performance.

First, downscaled grayscale images are used in the docu-

ment matching process as opposed to the full-size originals.

This serves two important purposes:

1. By taking feature points from the downscaled image

as opposed to the full-size originals, the number of

feature points needed is reduced, as less characteris-

tic feature points found in the original image are lost

during the scaling process.

2. Scaling images to the same reference size allows them

to be compared directly with other images scaled to

the same size. It is often the case where documents are

scanned and stored at different resolutions if standard

practices are not enforced.

Secondly, the search radius in the normalized correla-

tion calculation process is limited to 1
3min(mref , nref) as

opposed to the entire image. This is because the disparities

between documents of the same type are relatively minor

and therefore the search radius reduction results in a good

tradeoff of accuracy for performance. Thirdly, the use of

smaller sets of feature points compared to that used in the

final ROI generation stage help improve image matching

performance, which is important at this stage as the input

image can potentially be matched against all knowledge in-

stances in the system if a category is not specified. Finally,

the option to specify a category for the image under evalu-

ation reduces the number of knowledge instances that need

to be evaluated. Since the document category of the im-

age under evaluation is typically known to a certain extent,

this pruning of searchable knowledge instances improves

the overall search performance of the system.

2.5. Final ROI Generation Stage

At this stage, the knowledge instance i selected

in the previous stage is further refined to create

a final set of ROI ROIopt for the IMAGER.

A set of n matching feature point pairs MP =
{(p(1,1), p(2,1)), (p(1,2), p(2,2)), · · · , (p(1,n), p(2,n))} is

determined by applying the aforementioned normalized

correlation matching technique between the set of input

feature points ({FINER, COARSER}) and the set

of feature points in knowledge instance i ({FINEi,

COARSEi}). For this purpose, a correlation window of

11× 11 within a search radius of 1
3min(mref , nref) is used.

A 3 × 3 homography T is fitted between the IMAGER

and IMAGEi using the Random Sample Consensus

(RANSAC) algorithm [2] such that:

p(1,j) = T × p(2,j), for all matching pairs (4)

where p(1,j) and p(2,j) are feature points in matching pair j.

In the RANSAC algorithm, a number of data points are

selected at random from the sample set and used to fit an

estimated model M . For the proposed algorithm, the data

points are the feature points and the model is the 2-D ho-

mography. The number of data points that fit the estimated

model M within a threshold t is then determined. The al-

gorithm is repeated K more times, where K is the number

of iterations needed such that there is an estimated proba-

bility of ρ that all the available data points fit the estimated

model and is calculated using Equation 5. For the purpose

of this algorithm, a threshold of t = 0.002 and a probability

of ρ = 0.99 was used.

K =
log(1 − ρ)

log(1 − (ninliers/N)s)
(5)

where ρ is the desired probability that at least one model

exists that fits all available data points within K iterations,

ninliers is the number of data points that fit the current es-

timated model, N is the total number of data points, and s
is the minimum number of samples required to fit a model.

For the proposed algorithm, the minimum number of sam-

ples required is s = 4.

The coordinates of the ROI in knowledge instance i are

then transformed based on the fitted 2-D homography T :

x′
ROIi

=
t0xROIi

+ t1yROIi
+ t2

t6xROIi
+ t7yROIi

+ t8
(6)

y′
ROIi

=
t3xROIi

+ t4yROIi
+ t5

t6xROIi
+ t7yROIi

+ t8
(7)

where T =

⎡
⎣

t0 t1 t2
t3 t4 t5
t6 t7 t8

⎤
⎦ (8)

A rectangular bounding box for ROIi is constructed

with the following coordinates:

(xtop−left, ytop−left) = (min(xj), min(yj))

(xbottom−right, ybottom−right) = (max(xj), max(yj))

The bounding box for a sample ROIj is shown in Figure 4.

The bounding box established is denoted by ROIrect in the

figure.

For ROIrect, a four-vector boundary adjustment algo-

rithm is performed for each ROI to form ROIopt scaled.

Four vectors from four different directions (up, down, left,

right) are placed at the four boundaries of each region in

ROIrect and are moved inwards 1 pixel at a time for a max-

imum of 20% of the corresponding ROI dimension in all

directions (ROI width for left and right vectors and ROI

height for up and down vectors). After each move of a
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Figure 4. ROI Bounding Box Construction

Figure 5. ROI Boundary Adjustment

vector, the boundary is readjusted according to a basic con-

dition: if the number of “white” pixels in the downscaled

inverted grayscale version of the image (“white” being any

pixel with a grayscale intensity value greater than 10 in a

dynamic range of 0 to 255) in the area between the current

boundary and the vector is less than 1% of that area, then

the current boundary is set to the position of the vector. If

the condition is not met, then the current boundary is the fi-

nal boundary of the ROI. This final boundary readjustment

is performed to compensate for some of the irregularities

that may occur in the model fitting and rectangular adjust-

ment processes, such as the over-estimation of the ROI. An

example of the boundary adjustment process is shown in

Figure 5. The number of “white” pixels is used as a con-

dition metric because the downscaled image is an inverted

grayscale version of the original image, so these pixels cor-

respond to the textual content of the document image. Fi-

nally, ROIopt scaled is scaled to match the dimensions of

the original IMAGER to form the final ROI set ROIopt.

3. Experimental Results

For the purposes of evaluating the proposed algorithm,

the automatic ROI selection system was implemented with

a knowledge learning system consisting of 5 types of doc-

uments from the University of Waterloo Registrars Office

categorized as shown in Figure 6. The system was trained

using two sample images of each type.

The system also made use of the computer vision func-

tions provided in [20]. A direct comparison with other es-

tablished techniques was not possible since no known tech-

niques are comparable in functionality. The main reason

for this is that no content-specific digital image encryption

Documents

Enrollment
Forms

Graduation
Forms

Course
Override

Form

Cross
Registration

Form

Special
Guest Seating

Form

Intent to
Graduate

Form

Graduate
Form

Undergraduate
Form

Figure 6. Test Knowledge Learning System

Figure 7. Sample Test Set Documents

algorithm of this kind has been proposed publicly prior to

[1]. Therefore, the proposed algorithm is evaluated based

on two important criteria:

1. Document matching accuracy at the conclusion of the

initial ROI identification stage

2. Generated ROI coverage accuracy at the conclusion of

ROI generation

These two criteria are important to evaluating the capa-

bilities of the proposed system. First, the document match-

ing accuracy of the initial ROI identification stage is eval-

uated. This is important for situations where the docu-

ment type is unknown and a comprehensive search through

the knowledge base is required. To evaluate the document

matching accuracy at the initial ROI identification stage, the

proposed algorithm is tested against a set of 50 document

images to see if they are matched to documents of the same

class. Sample document images from the test set are shown

in Figure 7.

The test set consists of 10 document images for each

document type in the knowledge system, with random ro-

tations between ±10◦ and random translations in the x and

y direction of ±5% of the corresponding dimension. These

random translations and rotations are representative of com-
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Figure 8. Encrypted Test Set Documents

Table 2. Initial Document Matching Accuracy

Document Type Documents Matched
Course Override 100 %

Course Registration 100 %

Special Guest Seating 100 %

Intent to Graduate - Undergraduate 100 %

Intent to Graduate - Graduate 100 %

Average 100 %

mon disparities found in scanned document images. A sum-

mary of the results is shown in Table 2, and sample out-

put images after encryption are shown in Figure 8. It is

observed from the experimental results that a high level of

accuracy is achieved at the initial ROI identification stage,

with a classification accuracy of 100%. This level of ac-

curacy is important as it reduces the time needed during the

human interaction phase of ROI image encryption to correct

any misclassification disparities.

While the high level of document matching accuracy at

the initial ROI identification stage is beneficial to the sys-

tem, of greater importance is the generated ROI coverage

accuracy of the system at the final ROI generation stage.

There are two main reasons for this assertion. First of all,

the document type is generally known to a certain extent

leading to a higher level of document matching accuracy

than can be achieved when the entire system is searched.

This in effect diminishes the importance of achieving per-

fect document matching of unknown documents at the ini-

tial ROI identification stage. More importantly, the level of

document matching accuracy achieved at the initial stage

is meaningless if the set of ROI constructed at the final ROI

generation stage does not correspond to the information that

needs to be encrypted. This stage requires a higher level of

accuracy than the initial ROI identification stage. To eval-

uate the ROI coverage accuracy at the final ROI generation

stage, the proposed algorithm is tested against a set of 10

document images with a set of 2 ROI selected by a human

expert for each document image. The test set consists of 2

images of each document type in the system and is used as a

gold standard to verify the performance of the proposed al-

gorithm against. Two metrics are used to evaluate the cov-

erage accuracy of the generated ROI. The first metric is a

percentage that measures the ratio of computer generated

ROI relative to the total area of regions that need to be cov-

ered as determined by a human expert. The second metric

is a percentage that measures the ratio of ROI uncovered by

the generated ROI to the total area of the document image

less the total area of the regions that need to be covered as

determined by a human expert.

A summary of all results is presented in Table 3. It is ob-

served that a high level of coverage accuracy is achieved at

the final ROI generation stage, with an average ROI cover-

age accuracy of 95.07% and a standard deviation of 4.18%.

Furthermore, the average incorrect coverage percentage is

only 0.62% with a standard deviation of 0.26%. The cov-

erage inaccuracies that are observed at this stage are the re-

sult of ROI readjustment and scaling errors, as well as inac-

curacies in the estimated homography used to generate the

final set of ROI. The level of accuracy achieved in the fi-

nal ROI generation stage is important as it minimizes the

time needed during the human interaction phase of the ROI

image encryption process to correct any content coverage

disparities and therefore allows for significant timesaving

benefits compared to having to select ROI manually. Bet-

ter results can be achieved with further refinement of the

parameters used in the image correlation and the RANSAC

homography model fitting techniques.

4. Conclusions

In this paper, we have proposed a new method for au-

tomatic ROI selection using an expert knowledge learning

system to reduce the need for human interaction in the ROI

image encryption process. The proposed algorithm pro-

vides flexible ROI selection capabilities and delivers im-

proved performance. Experimental results show that a high

level of accuracy can be achieved for both document match-

ing and final ROI generation. It is our belief that this method

can be implemented for ROI image encryption schemes to

reduce the amount of human interaction required. This re-

duction in human interaction leads to significant timesav-

ings.
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Table 3. Generated ROI Coverage Accuracy

Document Type ROI Area
Covered † Uncovered ‡

Course Override 97.08 % 0.88 %

Course Registration 93.73 % 0.44 %

Special Guest Seating 98.46 % 0.93 %

Intent to Graduate - Undergraduate 97.73 % 0.49 %

Intent to Graduate - Graduate 88.33 % 0.37 %

Average Coverage Accuracy 95.07 % 0.62 %

Standard Deviation 4.18 % 0.26 %

The above results are based on the mean average of 5 test trials

due to the slight disparities in estimated homographies as a result

of the random nature of the RANSAC algorithm.

† Percentage relative to the total area of selected regions. The

result is the mean percentage of 2 test images of the corresponding

document type.

‡ Percentage relative to the total area of the document excluding

the expert selected regions. The result is the mean percentage of 2

test images of the corresponding document type.
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