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Abstract

We consider the problem of vision-based position
estimation in urban environments. In particular,
we are interested in position estimation from visual
cues, but using only limited computational resources.
Our particular solution to this problem is based on
representing the variability of the “horizon” of the
cityscape when seen from within the city; that is, the
outlines of the rooftops of adjacent buildings. By en-
coding the image using only such a one-dimensional
contour, we obtain an image encoding that is ex-
ceedingly compact. This, in turn, allows us to both
efficiently transmit this representation to a remote
“recognition engine” as well as allowing for an ef-
ficient storage and matching process. We outline
our approach and representation, and provide exper-
imental data supporting its feasibility.

Keywords: Vision-based localization

1 Introduction

In this paper we consider how to estimate the po-
sition of an observer in an urban environment. We
are particularly interested a solution based on com-
puter vision since this type of sensing has become
commonplace and seems to provide sufficient infor-
mation to solve the problem. We are further inter-
ested in position estimation mechanisms that can be
employed in a highly efficient platform-independent
manner, such as either on a cellular telephone or on
a small autonomous vehicle. The particular problem
of mobile telephone localization motivates our work,
but we are also interested in related applications. To
be feasible, such a solution needs to be highly effi-
cient in terms of both computational cost as well as
communications bandwidth.

To help motivate our approach, we note that two
alternative methods for outdoor position estimation
are the use of radio signals from the global position-
ing system (GPS satellites) or via triangulation from

cellular telephone towers. Each of these approaches
has severe limitations in terms of both accuracy and
practicality. GPS signals are susceptible to various
forms of interference and can be quite unreliable in
urban settings. In addition, even though many mo-
bile telephones are becoming GPS enabled, the sig-
nals themselves are not regularly available for con-
sumer applications. Cell tower triangulation is simi-
larly problematic with respect to accuracy as well as
the need for access to geometric data that is often dif-
ficult to access. Finally, in situations where either of
these radio-frequency technologies are appropriate,
supplementing them with a complementary informa-
tion source can increase robustness and accuracy.

Figure 1: A typical cityscape image on the top, and
its corresponding skyline contour.

1.1 Approach

Position estimation is sometimes subdivided into
two sub-problems, local pose refinement (given a
good initial guess) and global localization. The for-
mer problem is often solved using methods such as
Kalman filtering. The latter problem refers to select-
ing a probable position estimate from a large range
of candidate locations that may be widely separated
in space; it is this global problem we are interested
in. Note that this reduces position estimation to a
specialized scene recognition problem. In particu-



lar, in urban environments position estimation can
be achieved by determining which building(s) we are
standing in front of. Thus, our challenge is to rec-
ognize the specific building, or set of buildings, lo-
cated in front of the observer. For this paper, we
assume that we have a cooperative observer who will
acquire an approximately fronto-parallel image of a
set of nearby buildings, and that the sky above these
buildings will be, by and large, visible. While sev-
eral authors have considered the problem of directly
recognizing the facade of a building (see below), our
approach is to recognize merely the horizon line sep-
arating the top of the building from the sky (see
Figure 1). This minimalist approach can suffer from
ambiguity since the horizon line above a building
contains less information than the facade, and hence
may be less likely to be unique, but it has the com-
pensatory advantages of being extremely efficient as
well as being highly robust to lighting variations. In
fact, even the ambiguity problem (the lack of unique-
ness) is not as bad as it might appear at first glance
since we are able to exploit the positional constraints
offered by an ensemble of buildings at any one loca-
tion.

Pragmatically then, our goal is to match a query
view of the nearby skyline to a database of similar
images taken from previously known positions. Each
of these images, including the query view, will be
represented by a simple one dimensional horizon line
extracted from the image. This is accomplished by
a combination of adaptive thresholding, relaxation
labeling, and segmentation. Our approach assumes
that the skyline contour is a relatively easy feature
to extract, as compared to other image features such
as windows or doorways. A compact representation
of the skyline contour is achieved by storing a list of
linked edges that approximates the signal. Typically
the list contains some 40 line segments for a given
image. This edge list is then matched to a library of
known buildings (and locations). The best matching
building provides a position estimate.

1.2 Paper Outline

This following sections outline the framework for our
pose estimation system, as well as the various issues
encountered at each stage. We begin with a discus-
sion of related work in Section 1.3. Section 2 dis-
cusses the extraction of a skyline contour from an
input image. The goal of this stage is to be able to
accurately find the skyline under different lighting
and weather conditions, and to generate a compact
representation of the contour to be used in the latter
stages of the system.

Section 3 outlines the contour matching process.

A discussion of the information contained in sky-
line contours is provided, leading to an outline of
the algorithm that exploits this information to pro-
vide for accurate matching across views. An efficient
dynamic programming approach is used to perform
this match. Section 4 provides a discussion for how
a contour is selected as a“match” from our database.
Section 5 provides preliminary experimental results.
Finally, concluding remarks and a discussion of fu-
ture work follows in Section 6.

1.3 Background and Related Work

Pose estimation in computer vision has a long his-
tory. Classic approaches to pose estimation dealt
with surface reconstruction and thus, implicitly with
the recovery of observer pose. Such work goes
back to early methods from shape from motion [11],
and shape from stereo [8]. Several systems also
considered the use of stereo data in robot naviga-
tion [5]. Such early work, including developments
on vision for mobile robotics, did not address what
is commonly referred to as the localization problem,
whereby the current location of an observer must be
recognized as well as numerically optimized with re-
spect to a stored map.

Some of the earliest work on robot localization
was developed by Cox [1] and by Leonard [9]. Po-
sition estimation using recognition-like methods ap-
plied to range data was considered by Crowley and
Pourraz who used a global method based on a princi-
pal components representation [12]. Nayar also con-
sidered pose estimation using PCA over images, but
the technique was only well-suited to scenes with
essentially no ambiguous locations and controlled
lighting (for example a robot arm moving over a
small workspace). Jugessur and Dudek considered
a voting scheme for robot position estimation from
images based on machine learning and substantial
computational expense. Subsequent work on voting-
based scene recognition and localization included
that of Sim and Dudek [15], Se et al [14] and oth-
ers. In general, these methods are based on image
filtering and have multiple drawbacks such as sensi-
tivity to weather, visibility (e.g haze), illumination
variations, viewpoint, or are computationally costly.

Recent research in vision-based position estima-
tion in urban environments focuses on the recog-
nition and matching of building facades. In work
by Robertson and Cipolla [13], viewpoint invari-
ant matching of buildings is explored using a wide-
baseline matching technique. After a candidate
building has been selected from a database, the rel-
ative pose of the camera is determined by comput-
ing the transformation required to match a rectified



view of the building facade. The approach taken by
Zhang and Kosecka [17] is similar but uses powerful
supplementary information provided by local color
histograms to identify candidate building matches.

Horizon-based localization methods have mainly
been studied for use away from urban centers. In [16]
localization is performed using a topological map of
the surrounding terrain. Possible horizon contours at
different locations are precomputed off-line using the
topological description of the surrounding landscape.
The system performs localization by matching an in-
put panoramic horizon contour to these precomputed
signals.

Our approach focuses on compactness and effi-
ciency by avoiding computationally expensive im-
age processing methods and using compact, one-
dimensional skyline contours in our database.

2 Segmentation

We begin by describing our skyline extraction algo-
rithm. This stage of the process takes as input a dig-
ital image of an urban scene. The goal is to extract
the one-dimensional contour from the image that is
the boundary between the sky and ground objects.

Ideally, the target contour would be a piecewise
linear function with a start and end position corre-
sponding to where the skyline enters and exits the
camera’s field of view. There are several situations
where the true signal might not be piecewise linear,
such as buildings with curved structure or if trees or
mountains were present in the image. However, these
exceptions occur infrequently and can be adequately
approximated.

In terms of image processing problems the skyline
contour in an image is a relatively easy feature to au-
tomatically recognize. In essence, the problem is to
find the sky region in the input image. This region
is generally much brighter than the objects on the
ground (during the day), and contains low frequency
changes in intensity relative to ground objects. Vari-
ations in illumination, an aspect of image processing
that remains a common obstacle, is much less of an
issue in this problem domain.

If assumptions are made about the orientation of
the camera when the image was obtained, the prob-
lem further simplifies to growing and linking the re-
gion at the uppermost of the image. Furthermore the
existence of sky in the input image could be guar-
anteed by the user, avoiding the sometimes difficult
problem of testing for existence.

Taking advantage of these considerations a ro-
bust skyline extraction algorithm is achieved in two
stages. The first stage begins by using edge-detection

to identify candidate skyline pixels. A Canny [2] edge
detector is used on the grayscale image to identify
dominant line structure in the image. The output is
then analyzed per column, selecting the uppermost
pixel with the highest gradient. The output from this
stage is a noisy representation of the skyline contour
(see Figure 2). This approach, while simple, pro-
vides an accurate approximation to the target sky-
line contour in most cases. The process could be
improved through use of relaxation-labeling, allow-
ing pixels to reinforce their neighbors based on their
signal strength and relative placement.

The second stage approximates this noisy signal
and simplifies its representation into an ordered se-
quence of linked edges using a recursive geometric
fit algorithm [6]. Since we assume the target contour
will be piecewise linear and continuous this is a suit-
able representation. The fit algorithm begins with a
single edge whose endpoints are determined by the
pixels closest to the left and right borders of the im-
age. This edge serves as the first approximation to
the desired contour. For each candidate skyline pixel
from stage one the error is calculated as the euclidian
distance to this approximating edge. A new vertex is
created at the pixel location with the greatest error,
dividing the initial edge into two linked edges. The
process then repeats using the new approximating
contour. The algorithm stops when the error drops
below a threshold (see Figure 2).

The resulting contour usually consists of approx-
imately 10-50 edges depending on the complexity of
the input skyline. As can readily be seen this is an
extremely efficient and compact representation com-
pared to the number of pixels in the input images.

3 Line Matching

This section deals with the problem of matching
components of two different skyline contours. The
goal of this stage is to identify how well a given con-
tour matches another. The skyline contours are de-
scribed by a continuous piece-wise linear function, or
chain-code. We encode a line segment using its or-
dinal position along the contour, n;, its length, and
its angle to the image horizontal:

S; = (ni,li,éi). (1)

The matching process will consider segment similar-
ity in the length and angle dimension of this encod-
ing, and preserve the relative ordering of the line
segments. A dynamic programming approach is well
suited for this type of contour matching [4, 10], as it
implicitly encodes the segment’s ordinal position and



Figure 2: The segmentation process. At the top
is the original image, the middle shows the noisy
output from the edge detection and region-growing
phase, and the bottom image displays the final ap-
proximating contour.

considers matches for segments based on a suitable
metric for length and angle differences.

The similarity metrics for length and angle are
described by Equations 2 and 3 respectively:
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A(Suis Sg) = leos” (Mbasis)| T (3)
where Sy, j; refers to kth line segment from contour
m, AOqpi; = Opj — 0a,; and the constant 8 tunes
the penalty contribution of the angle difference. The
range of functions L and A is therefore [1,00), 1 be-
ing the result of an exact match. The final cost for
matching these segment pairs, -, is the product of
the two metrics:

Y(Sa,i» Sb,j) = L(Sa,i» Sb,j)A(Sa,is Sp,j).  (4)

In determining the cost of omitting a segment in
the matching process we can observe certain heuris-
tics that apply to the skyline signals. A typical im-
age can be seen in Figure 2. In this example, long
segments in the skyline contour tend to represent
dominant structure, such as large and spatially lo-
cal buildings. Shorter segments tend to appear from
noise and building detail. Longer segments are there-
fore a better characterization of a skyline as they
embody more relevant information. By this reason-
ing omitting a long segment should incur a heavier
cost penalty. We embody these principles in a linear
function of length:

Y(Sa,nil) =1+ al, (5)

where « is a constant.

Given two sequences of line segments, S, and S
of length n and m respectively, the algorithm pro-
ceeds by constructing a cost table of size n-by-m. A
match is reflected by a path through this cost array.
At entry C(3, j) is the cost of matching the first ¢ seg-
ments from contour S, with the first j segments of
contour Sp. Each entry in the cost array is generated
using the following rule:

C(Z —-1,7— 1) + 'Y(Sa,i, Sb,j)
C('L - 17j) + 7(5a7i7 nll)
C(i,7 — 1) +~y(nil, Sp ;)

C(i,j) = min

(6)
The final cost for matching the two contours is
stored at position C(n,m) in the array. The mini-
mum cost path through the table yields the optimal
segment matches based on the current cost function.
This algorithm has a complexity of O(nm), making
it efficient given that the input contours contain ap-
proximately 50 segments each.
There remains the problem of selecting constants
§ and « in Functions 3 and 5. Increasing § penal-
izes larger differences in angle between input line
segments, and increasing « reduces the number of



skipped line segments during the matching process.
Choosing values for these variables is difficult to do
as they interact in a complicated manner, and in our
experiments values that provided a balance between
omitting and matching contour segments were cho-
sen. Machine learning could be used to derive better
values for these constants, and we are currently ex-
ploring the possibilities of this approach.

3.1 Discussion of Matching Process

There are a number of factors that make the match-
ing problem relatively difficult. One issue is that
there is an amount of ambiguity as to what the ver-
tices of the contour represent, as they can result from
several different physical causes. For example, con-
sider the scenarios that could lead to a vertex in our
skyline contour. It could be the result of an intersec-
tion of two different structures, a physical change on
a single structure, or the occlusion of a distant build-
ing by one that is in the foreground. A vertex could
also be the result of noise or due to small building
details. These contributions are usually impossible
to discriminate from the desired building structure.

The exact placement and orientation of the line
segments can also change by large amounts if the
camera is rotated or panned. Additionally, since
these signals are acquired from a standard camera
image there is the additional problem of perspective
projection.

4 Global Localization

To achieve global localization, an input skyline con-
tour needs to be matched to a skyline contour in
a database. Using the matching process described
above, it is likely that every candidate contour from
the database contains a number of matching line seg-
ments. However many of these segment matches are
false positives, which is to be expected given the sim-
plicity of the input signals. In addition, the total
number of line segments tends to increase the cost
of a match regardless of how similar the signals are,
due to the cost penalty incurred at each step through
the cost table.

What we do expect is that the total cost of match-
ing similar skylines will be less than those with large
discrepancies. In addition, the number of matched
segments relative to the total number of input seg-
ments should increase as the contours become more
similar. The selection of a matching database con-
tour is therefore based on:

Q

QC.d) = ™

where C is the final cost from Equation 6, and d is
the number of matching line segments. The database
contour with the lowest ) value is chosen as a match
for the current query.

5 Evaluation

To evaluate our global localization system, the above
framework was implemented in Matlab. A database
of skyline contours was then generated using 30 im-
ages of McGill campus and downtown Montreal. The
images were chosen to contain buildings of varying
degrees of complexity, and at different distances from
the camera.

Using the approach outlined above, we attempted
to select the most similar skyline from our database
for 17 query views. Each query took under a second
on a 1.5 GHz desktop PC. Correct matches were de-
termined through manual labeling of line segments.
Out of the 17 query views, 15 were determined to be
correct with 2 incorrect matches giving a success rate
of 88%. Examples of query images and the match se-
lected from the database can be seen in Figure 3.

Representative results of a query can be seen in
Figure 4. Here the result of Equation 7 is plotted for
each skyline contour in our database. The results are
sorted to display the cost values in increasing order.
The database contours marked with a circle specify
which skylines are considered to match the current
query, determined by inspection. It can be seen that
the lowest two cost values correspond to matching
skylines in our database, leading to a successful se-
lection by our algorithm.

Based on the highly simplified representation of
the scene, the matching process can be accomplished
very rapidly and the data can efficiently be transmit-
ted to a remote server for lookup, if desired. Given
an actual horizon length of 40 segments, a compres-
sion factor of roughly 24390 (i.e. 0.0041 per cent)
relative to the original image size is achieved, with-
out bothering to resort to information theoretic en-
coding.

Future

6 Conclusions and

Work

In our work, it appears that qualitative localization
in an urban environment can be accomplished using
only skyline information. This has great advantages
in terms of efficiency and robustness of the repre-
sentation, but one might imagine that there may be
difficulties in terms of accuracy and recall. While
our present experimental data sets are insufficient
to comment on these issues, it is clear that at some
point (even if entire facades are used for recognition),



Figure 3: Examples of matches. The query images
are displayed on the left, and the image selected from
the database as a match is displayed to the right of
each. The top two matches are correct, the bottom
match is an example of where the algorithm fails.

image-based positioning will have to deal explicitly
with ambiguity. We envision two natural approaches
to this problem, both based on constraint integra-
tion. A first task-specific solution would be to em-
ploy secondary sensors, such as cellular phone tower
ID’s, coarse GPS, or manual input to constrain the
spatial region for the recognition problem. A second
approach would be to allow a user to select from a
series of alternative “guesses” regarding the building
identity or position. Lastly, one could acquire a se-
ries of images by either looking in different directions,
or while translating along a constrained trajectory
and use a technique such as Markov localization [7]
to probabilistically estimate the more likely location
that could produce the ensemble of measurements.

We are currently conducting experimental trials
to evaluate the scaling behavior and robustness of
our approach.
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