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Abstract—The deployment of multi-access edge computing
(MEC) is paving the way towards pervasive intelligence in
future 6G networks. This new paradigm also proposes emerg-
ing requirements of dependable communications, which goes
beyond the ultra-reliable low latency communication (URLLC),
focusing on the performance of a closed loop instead of that
of an unidirectional link. This work studies the simple but
efficient one-shot transmission scheme, investigating the closed-
loop-reliability-optimal policy of blocklength allocation under
stringent time and energy constraints.

Index Terms—MEC, radio resource management, closed-loop,
dependability, finite blocklength, adaptive power control

I. INTRODUCTION

As a key enabler of pervasive intelligence in future 6G
mobile networks, multi-access edge computing (MEC) brings
computation resources close to the mobile user devices, and
therewith significantly reduces the latency of offloading inten-
sive computing tasks onto the cloud [1].

The performance of MEC highly depends on the quality
of radio link [2], including the air interface latency, the
radio link reliability, and the energy efficiency. Especially, for
tolerance-critical applications such as remote control and fac-
tory automation, an ultra-reliable low latency communication
(URLLC) between the user equipment (UE) and the MEC
server is required [3]. It is usually considered to use short
codes in such systems for lower latency and better synchro-
nization. However, diverging from the asymptotic regime and
therefore having less capabilities of error correction, short
codes generally exhibit worse SNR performance than long
codes, leading to concerns in the link reliability. An emerging
research interest on the finite blocklength (FBL) information
theory has been therefore raised over the recent years. Follow-
ing the pioneering work in [4], various aspects of telecom-
munication technologies have been investigated in the FBL
regime, including packet scheduling [5], power control [6],
radio resource management [7], interference management [8],
energy harvesting [9], etc.

Most existing studies over URLLC and FBL information
theory are considering the uplink (UL) and downlink (DL)
transmissions independent from each other, focusing on the
analysis and optimization of an unidirectional link in open
loop. However, in many dependability-critical applications
such as factory automation and automated driving, it is the

reliability and latency of closed-loop message exchange be-
tween the UE and the MEC server that matters.

In a recent previous work of ours [10], we have studied
the automatic repeat request (ARQ) and hybrid ARQ (HARQ)
schemes regarding the closed-loop reliability under a stringent
closed-loop air interface latency constraint. Our work shows
that the one-shot transmission scheme, which fully uses the
entire time frame in one UL slot and one DL slot without any
retransmission, outperforms any static ARQ/HARQ policy. It
also proposes a dynamic ARQ mechanism, namely closed-loop
ARQ (CLARQ), that dynamically re-splits the remaining time
frame into an UL retransmission slot and a new DL slot. As a
dynamic-programming generalization of the one-shot scheme,
the CLARQ mechanism is proven superior over the one-shot
scheme in both closed-loop reliability and energy efficiency,
when specified to an arbitrarily fixed UL transmission power.
However, as we have commented in [10], it remains an open
challenge to jointly optimize the transmission power and the
blocklength of codewords.

As a breach and preliminary work towards joint optimiza-
tion of power and blocklength in CLARQ, in this paper we
investigate the energy-aware blocklength allocation in a simple
but special case of CLARQ: the one-shot transmission scheme.
Our study proves the existence of an unique optimal solution
to this problem under some weak assumptions. The results
do not only support a power-blocklength joint optimization of
one-shot transmission scheme itself, but may also shed light
on a future breakthrough to the CLARQ mechanism.

The remainder of this paper is organized as follows: Sec. II
describes the system model and sets up the optimization
problem, which is then analyzed in Sec. III. In Sec. IV we
numerically demonstrate our analyses, before closing the paper
with concluding marks and outlooks in Sec. V.

II. PROBLEM SETUP

We consider a user equipment (UE) that communicates with
the MEC server in a simple closed loop, as illustrated in
Fig. 1. The UE periodically transmits in uplink (UL) to the
server a message with d bits of payload; upon a successful
UL reception, the server responses in downlink (DL) also with
d bits of payload. The closed-loop air interface delay of the
message exchange is limited to a certain frame length T . For
the convenience of analysis, we omit here the processing time
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at server, and consider a certain sampling rate fs with a fixed
modulation order 2M over a normalized channel bandwidth
B = 1Hz, so that the limited frame length is transferred into
a limited blocklength nmax = fsT channel usea, which is
flexibly shared by the UL and DL codewords of nUL and
nDL channel use, respectively. We consider lossless channel
coding in both UL and DL, i.e. nUL > d and nDL > d. The
UE has a fixed energy budget E for each UL transmission,
and is able to flexibly select its UL transmission power pUL.

Fig. 1: Model of the investigated system.

For simplification of analysis we consider the background
noise power N , the channel gains in UL |hUL|2 and in DL
|hDL|2, as well as the DL transmission power pDL as all
deterministicb. In both link directions we consider short codes,
so that the message error rate can be modeled as given by [4]:

εL = Q

(√
nL
VL

(
CL −

d

nL

)
ln 2

)
, (1)

where (·)L ∈ {(·)UL, (·)DL}, CL = B log2 (1 + γL) is the
Shannon’s capacity, VL = 1− 1

(1+γL)
2 the dispersion of AWGN

channels, and γL = pL|hL|2
N the SNR.

Aiming at a reliable MEC service under stringent latency
requirement and energy limit, it calls for a joint optimization
of the power and blocklength of UL transmission w.r.t. the
closed-loop communication reliability:

maximize
pUL, nUL

Rloop = (1− εUL)(1− εDL) (2a)

subject to nUL + nDL 6 nmax, (2b)
nULpUL

fs
6 E, (2c)

εUL 6 εmax, εDL 6 εmax, (2d)
pUL ∈ R+, (2e)
nUL ∈ N, nDL ∈ N. (2f)

Note that here we follow the routine approach of FBL infor-
mation theory, setting an error rate bound εmax for both link
directions.

aCan be normalized into nmaxM bits
bIn practical scenarios with block-fading channel conditions, the noise

power and channel gains can be periodically measured, and the DL power
adaptation without energy constraint can be straightforwardly addressed with
off-the-shelf solutions, which is not the focus of this paper.

III. ANALYSIS

A. Approximations and Term Definitions

The original problem (2) is a multi-variate integer linear
program (ILP). As commonly done in the FBL field, we relax
the constraint of integer blocklength (2f), allowing to take real-
valued blocklengths. Once a non-integer optimum is solved,
the integer optimum can be obtained by rounding it [11].

Besides, targeting at a high Rloop, in practical scenarios it
generally requires a stringently limited error rate in both UL
and DL, so it is commonly approximated in the field of FBL
that εULεDL ≈ 0, as done in [9] and [12]. Thus, Rloop ≈
1− εUL − εDL.

Additionally, since the interference control is out of the
scope of this work, it naturally suggests to fully utilize the
available blocklength and the energy budget, replacing the
inequality constraints (2b) and (2c) with their equality version.

Thus, the original problem is transformed into a single-
variate linear program (LP):

minimize
nUL

εCL ≈ εUL + εDL (3a)

subject to nUL + nDL = nmax, (3b)
nULpUL

fs
= E, (3c)

εUL 6 εmax, εDL 6 εmax, (3d)
nUL ∈ [d, nmax − d]. (3e)

Before any attempt to solve (3), the existence of optimum
must be confirmed, which is the main target of this paper. We
invoke the sufficient KKT conditions, which requires to test
the first-order and second-order derivatives of the objective
function about nUL.

B. First-Order Derivative Test

We start with the first-order derivative

∂εCL

∂nUL
=
∂εUL

∂nUL
+
∂εDL

∂nUL
. (4)

For convenience of notation we define for both (·)L ∈
{(·)UL, (·)DL} the following terms:

ωL , CL −
d

nL
, (5)

βL ,

√
nL
VL
, (6)

xL , (ln 2)ωLβL, (7)

φL , − (ln 2)√
2π

exp

(
−x

2
L

2

)
. (8)

Note that it always hold γL > 0 and φL 6 0. Therewith we



have

∂εUL

∂nUL
=
∂Q(xUL)

∂nUL
= − 1√

2π
exp

(
−x

2
UL

2

)
∂xUL

∂nUL

=φUL

(
βUL

∂ωUL

∂nUL
+ ωUL

∂βUL

∂nUL

)
,

(9)

∂εDL

∂nUL
=
∂Q(xDL)

∂nUL
= − 1√

2π
exp

(
−x

2
DL

2

)
∂xDL

∂nUL

=φDL

(
βDL

∂ωDL

∂nUL
+ ωDL

∂βDL

∂nUL

)
.

(10)

In the UL, with the fully utilized energy budget (3c), we
can derive the SNR as

γUL =
pUL|hUL|2

N
=
Efs|hUL|2

NnUL
, (11)

which leads to

∂γUL

∂nUL
=

∂

∂nUL

Efs|hUL|2

NnUL
= −Efs|hUL|2

Nn2UL

=− γUL

nUL
,

(12)

∂ωUL

∂nUL
=
∂CUL

∂nUL
+

d

n2UL

=
∂γUL/∂nUL

(ln 2)(1 + γUL)
+

d

n2UL

=− γUL

(ln 2)(1 + γUL)nUL
+

d

n2UL

=
(ln 2)(1 + γUL)d− γULnUL

(ln 2)(1 + γUL)n2UL

,

(13)

and

∂βUL

∂nUL
=

1

2βUL

∂

∂nUL

(
nUL

VUL

)
=

1

2βUL

(
1

VUL
− nUL

V 2
UL

∂VUL

∂nUL

)
=

1

2βUL

[
1

VUL
− 2nUL(∂γUL/∂nUL)

V 2
UL(1 + γUL)3

]
=

1

2βUL

[
1

VUL
+

2γUL

V 2
UL(1 + γUL)3

]
=
VUL(1 + γUL)

3 + 2γUL

2βULV 2
UL(1 + γUL)3

.

(14)

Thus, we have

∂εUL

∂nUL

=φUL

[
βUL

(ln 2)(1 + γUL)d− γULnUL

(ln 2)(1 + γUL)n2UL

+ ωUL
2γUL + VUL(1 + γUL)

3

2βULV 2
UL(1 + γUL)3

]
=

φUL

2(ln 2)βULV 2
UL(1 + γUL)3n2UL

× {2β2
ULV

2
UL

(1 + γUL)
2 [(ln 2)(1 + γUL)d− γULnUL]

+(ln 2)ωULn
2
UL

[
2γUL + V (1 + γUL)

3
]}

=
φUL

2(ln 2)βULV 2
ULnUL(1 + γUL)3︸ ︷︷ ︸

,ξ

×
{
2VUL(1 + γUL)

2 [(ln 2)(1 + γUL)d− γULnUL]

+(ln 2)ωULnUL

[
2γUL + V (1 + γUL)

3
]}

=ξ
{
((ln 2)CUL − 1)VULγ

3
ULnUL

+ (3(ln 2)CULVUL − 2)γ2ULnUL + [2(ln 2)ωULnUL

+(3(ln 2)CUL − 1)VULnUL]γUL

+(ln 2)CULVULnUL}

(15)

Now note that γULnUL = pULnUL|hUL|2
N = Efs|hUL|2

N is
a constant, which we let denoted by η. Recalling VUL =

1− 1
(1+γUL)2

=
γ2
UL+2γUL

(1+γUL)2
, we have

∂εUL

∂nUL
=ξη

[
((ln 2)CUL − 1)(γ2UL + 2γ)γ2UL

(1 + γUL)2

+
3(ln 2)CUL(γ

2
UL + 2γUL − 2)

(1 + γUL)2

+ 2(ln 2)ω +
(3(ln 2)CUL − 1)(γ2UL + 2γUL)

(1 + γUL)2

+
(ln 2)CUL(γUL + 2)

(1 + γUL)2

]
=ξη [2(ln 2)ωUL + δUL] ,

(16)

where

δUL ,
1

(1 + γUL)2
×
[
(4(ln 2)CUL − 3)γ3UL

+(11(ln 2)CUL − 7)γ2UL + (ln 2)CULγUL + 2
] (17)

The sign of (16) is not consistent over the entire feasible
region. However, if we require an over-0-dB SNR in UL, i.e.
γUL > 1, there will be

CUL >1 (18)
ωUL >0 (19)



Furthermore, we can also derive in this case that ∂δUL

∂γUL
> 0:

CUL|γUL=1 = log2(1 + 1) = 1 (20)

δUL|γUL=1 =
4(ln 2)− 3 + 11(ln 2)− 7 + (ln 2) + 2

(1 + 1)2

=
16(ln 2)− 8

4
> 0

(21)

∂δUL

∂γUL
=

1

(1 + γUL)3
[
(4(ln 2)CUL + 1)γ3UL

+ (12(ln 2)CUL + 2)γ2UL

+ (21(ln 2)CUL − 13)γUL

+((ln 2)CUL − 4)] > 0, ∀γUL > 1

(22)

Especially, the condition γUL > 1 is equivalent to nUL 6
Efs|hUL|2

N under the constraint (3c). Hence, as ξ < 0 and
η > 0, in the range nUL ∈

[
d,min

(
Efs|hUL|2

N , nmax − d
)]

,

it always holds ∂εUL

∂nUL
6 0.

On the other hand, for the DL, since

∂γDL

∂nUL
=0, (23)

∂ωDL

∂nUL
=− d

n2DL

, (24)

∂βDL

∂nUL
=− 1

2βDLVDL
, (25)

obviously there is always

∂εDL

∂nUL
= −φDL

(
βDLd

n2DL

+
ωDL

2βDLVDL

)
> 0,

∀nUL ∈ [d, nmax − d]
(26)

Now we see that as nUL increases within the range[
d,min

(
Efs|hUL|2

N , nmax − d
)]

, εUL monotonically
decreases and εDL monotonically increases. How their
sum changes, however, highly depends on nmax and pDL.

C. Second-Order Derivative Test

Then we investigate the second-order derivative ∂2εCL

∂n2
UL

=
∂2εUL

∂n2
UL

+ ∂2εDL

∂n2
UL

. Starting with UL:

∂2εUL

∂n2UL

(15)
=

∂ξ

∂nUL
[η(2(ln 2)ωUL + δUL)]︸ ︷︷ ︸

X1

+
∂η

∂nUL
[ξ(2(ln 2)ωUL + δUL)]︸ ︷︷ ︸

X2

+ ξη

(
2(ln 2)

∂ωUL

∂nUL
+
∂δUL

∂nUL

)
︸ ︷︷ ︸

X3

.

(27)

First we analyze the X1 term, since

∂φUL

∂nUL

(8)
= − ln 2√

2π
exp

(
−x

2
UL

2

)
(−xUL)

∂xUL

∂nUL

(7),(8)
= − φUL(ln 2)

2βUL
∂βUL

∂nUL
,

(28)

∂VUL

∂nUL
=

2

(1 + γUL)3
∂γUL

∂nUL

(12)
= − 2γUL

(1 + γUL)3nUL
(29)

we can decompose

∂ξ

∂nUL

ξ in (15)
=

∂φUL/∂nUL

2(ln 2)βULV 2
ULnUL(1 + γUL)3

(30)

+ φUL

(
∂

∂nUL

1

2(ln 2)βULV 2
ULnUL(1 + γUL)3

)
(28)
=
−φUL(ln 2)

2βUL(∂βUL/nUL)

2(ln 2)βULV 2
ULnUL(1 + γUL)3

+
φUL

2(ln 2)βULV 2
ULnUL(1 + γUL)3

×
(
−∂βUL/∂nUL

βUL
− 2∂VUL/∂nUL

VUL

− 1

n
− 3∂γUL/∂nUL

1 + γUL

)
ξ in (15)
= − ξ

{[
(ln 2)2βUL +

1

βUL

]
∂βUL

∂nUL

+
2

VUL

∂VUL

∂nUL
+

1

nUL
+

3

1 + γUL

∂γUL

∂nUL

}
(14),(29),(12)

= − ξ
{[

(ln 2)2βUL +
1

βUL

]
× VUL(1 + γUL)

3 + 2γUL

2βULV 2
UL(1 + γUL)3

− 4γUL

VUL(1 + γUL)3nUL
+

1

nUL

− 3γUL

(1 + γUL)nUL

}

=− ξ

2VUL(1 + γUL)3nUL

{
[(ln 2)2nUL

+ VUL][VUL(1 + γUL)
3 + 2γUL]− 8γUL

+2VUL(1 + γUL)
3 − 6VULγUL(1 + γUL)

2
}
.

For convenience we define ρ , (ln 2)2nUL, so the equation
above can be rearranged into

∂ξ

∂nUL
=− ξ

2VUL(1 + γUL)3nUL
{(ρ+ VUL)

× [VUL(1 + γUL)
3 + 2γUL]− 8γUL

+2VUL(1 + γUL)
3 − 6VULγUL(1 + γUL)

2
}

=− ξ

2VUL(1 + γUL)3nUL
× [(ρ− 4)VULγ

3
UL

+ (3ρ− 6)VULγ
2
UL + (3ρVUL + 2ρ− 8)γUL

+ ρ+ 2VUL].

(31)

Here we introduce a new assumption that nUL > 9, which
is a loose constraint for most practical systems. Under this



condition, we have ρ > 9(ln 2)2 > 4. Since ξ < 0, this
guarantees

∂ξ

∂nUL
> 0. (32)

Besides, it also always holds that η > 0. Thus, with γUL > 1
and n > d that force ωUL > 0, we know X1 > 0.

The term X2 is obviously zero, since ∂η
∂nUL

= 0.
For term X3, we know ξ < 0, η > 0, and

2(ln 2)
∂ωUL

∂nUL
+
∂δUL

∂nUL

(13)
=

2 [(ln 2)(1 + γUL)d− γULnUL]

(1 + γUL)n2UL

+
∂δUL

∂γUL

∂γUL

∂nUL

(12),(22)
=

2 [(ln 2)(1 + γUL)d− γULnUL]

(1 + γUL)n2UL

− γUL

(1 + γUL)3nUL

×
[
(4(ln 2)CUL + 1)γ3UL + (12(ln 2)CUL + 2)γ2UL

+(21(ln 2)CUL − 13)γUL + ((ln 2)CUL − 4)]

=
1

(1 + γUL)3n2UL

× [−(4(ln 2)CUL + 1)nULγ
4
UL︸ ︷︷ ︸

<−3.77nUL,∀γUL>1

+ (2(ln 2)d− 4nUL − (ln 2)CULnUL)γ
3
UL︸ ︷︷ ︸

<−3.3nUL,∀(γUL>1,nUL>d)

(33)

+ (4(ln 2)d− 21(ln 2)CULnUL + 9nUL)γ
2
UL︸ ︷︷ ︸

<−2.78nUL,∀(γUL>1,nUL>d)

+ (4(ln 2)d+ 2nUL − (ln 2)CnUL)γUL︸ ︷︷ ︸
<4.08nUL,∀(γUL>1,nUL>d)

+ 2(ln 2)d︸ ︷︷ ︸
<1.39nUL,∀nUL>d

] < 0,∀(γUL > 1, nUL > d),

so that X3 > 0.
Summing three terms up, we have

∂2εUL

∂n2UL

> 0, ∀n ∈
[
max(9, d),

Efs|hUL|2

N

]
(34)

On the other hand, for the DL:

∂2εDL

∂n2UL

=− ∂φDL

∂nUL

(
βDLd

n2DL

+
ωDL

2βDLVDL

)
(35)

− φDL
∂

∂nUL

(
βDLd

n2DL

+
ωDL

2βDLVDL

)
=− ln 2φDLxDL

2βDLVDL

(
βDLd

n2DL

+
ωDL

2βDLVDL

)
− φDL

[
3dβDL

2n3DL

− d

2βDLVDLn2DL

+
ωDL

4β3
DLV

2
DL

]
Note that φDL < 0, βDL > 0,xDL > 0, nDL > 0, CDL > 0,
β2
DLVDL = nDL, so we have

βDLd

n2DL

+
ωDL

2βDLVDL
=

2β2
DLVDLd

2βDLVDLn2DL

+
CDLn− d

2βDLVDLnDL

=
2d+ CDL

2βDLVDLnDL
> 0. (36)

Furthermore,

3dβDL

2n3DL

− d

2βDLVDLn2DL

+
ωDL

4β3
DLV

2
DL

=
3dβ2

DLVDL

2βDLVDLn3DL

− d

2βDLVDLn2DL

+
CDL − d/nDL

4βDLVDLnDL

=
1

2βDLVDLn2DL

(
3dnDL

nDL
− d+ CDLnDL − d

2

)
=

1

2βDLVDLn2DL

(
CDLnDL + 3d

2

)
> 0.

(37)

Thus, there is always

∂2εDL

∂n2UL

> 0, ∀nUL ∈ R+. (38)

D. Unique Optimum

So far we have seen that in the domain nUL ∈[
max(9, d),min

(
Efs|hUL|2

N , nmax − d
)]

, both εUL and εDL

are monotonic convex functions of nUL, decreasing and
increasing, respectively. Thus, it is straightforward to see
that εUL + εDL is also a convex function of nUL in the
referred domain, and an unique minimum of (3) exists. To
identify the optimum, values of the first-order derivative ∂εCL

∂nUL

at the left bound nmin
UL = max(9, d) and the right bound

nmax
UL = min

(
Efs|hUL|2

N , nmax − d
)

shall be checked:

noptUL =argmin
nUL

(εUL + εDL)

=


nmin
UL

∂εCL

∂nUL
|nUL=nmin

UL
> 0,

nmax
UL

∂εCL

∂nUL
|nUL=nmax

UL
6 0,

n : ∂εCL

∂nUL
|nUL=n = 0 otherwise.

(39)

The first two cases that indicate a monotonicity of εCL can
be simply identified through numerical test regarding (16)
and (26), respectively. In the last case, unfortunately, the
solution of ∂εCL

∂nUL
= 0 appears intractable, and no closed-

form expression can be obtained for the analytical solution.
Nevertheless, with the sufficient KKT conditions derived in
this paper, conventional iterative solvers can be applied for
fast numerical solution.

IV. NUMERICAL VERIFICATION

To verify our analyses we conducted numerical simulations,
for which the system was specified as listed in Tab. I. Setting
the background noise power N = 3mW for a case study,
we observed the closed-loop error rate εCL and its derivatives
within the key region of nUL constrained by the aforemen-
tioned key bounds. The exhibited behavior of εCL matches
our analysis well, as illustrated in Fig.2. It also reveals us that
the 0 dB UL SNR bound it much tighter than the nmax − d
UL blocklength bound.

To ensure the generality, we tested εCL, sign
(
∂εCL

∂nUL

)
and ∂2εCL

∂n2
UL

over the noise power range N ∈ (0, pDL),
with the results depicted in Figs. 3–5, respectively. From
the figures we can confirm our analysis in Sec. III, that



εCL is not guaranteed monotonic but convex over nUL ∈[
max(9, d),min

(
Efs|hUL|2

N , nmax − d
)]

.

TABLE I: Simulation setup

Parameter Value Note

fs 250kSPS 4 µs OFDM symbol duration (5G numerology 4)
M 1 BPSK

nmax 2500 Corresponding to 10ms latency w.r.t. fs and M
|hUL|2 1
|hDL|2 1
pDL 10mW
d 8 bits

E 0.65 µJ Allows a standard 3.8V / 3000 mAh battery
to work 10 years under 50% UL duty rate
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1

10
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UL bit length / bit

10
10
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10
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r r
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Closed-loop err rate
First-order derivate
Second-order derivate
UL SNR = 0dB
UL blocklength = 9
UL blocklength = d
DL blocklength = d

Fig. 2: A case study of εCL where N = 3mW.
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V. CONCLUSION AND OUTLOOKS

In this paper, we have studied the blocklength allocation
problem regarding closed-loop reliability optimization in FBL
regime, under stringent constraints of closed-loop latency and
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UL blocklength / bit

30

60

90

120

150

noise power / W

0.0000

0.0025

0.0050

0.0075

0.0100

0.000

0.001

0.002

0.003

0.004

0.005

0dB-UL-SNR-bound

0.000

0.001

0.002

0.003

0.004

Fig. 5: The second-order derivative ∂2εCL/∂n
2
UL.

uplink energy. We have identified under weak assumptions a
tight domain where an unique optimum of this problem exists,
and provided the characterizing features of the solution. The
optimal blocklength allocation for the one-shot transmission
scheme can be therewith obtained.

For future work, we are looking forward to extending the
current results into the CLARQ case, in order to enable
an optimal power control for the dynamic closed-loop ARQ
mechanism.
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