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Abstract—The increasing computational capacity of multiple
devices, the advent of complex applications, and data generation
create new challenges of scalability, ubiquity, and seamless
services to meet the most diverse network demands and re-
quirements, such as reliability, latency, battery lifetime. For this
reason, the 5th Generation (5G) network comes to mitigate the
most diverse challenges inherent to the current dynamic mobile
networks and their increasing data rates. Unmanned Aerial Ve-
hicles (UAVs) have also been considered as communication relays
or mobile base stations to assist mobile users with limited or no
available wireless infrastructure. They can provide connections
for mobile users in hard-to-reach areas, replacing damaged or
overloaded ground infrastructure and working as mobile clouds,
providing low but increasing computational power. However, the
feasibility of a Flying Edge Computing requires special attention
in terms of resource allocation techniques, cooperation with
existing ground units and among multiple UAVs, coordination
with user mobility, computation efficiency, collision avoidance,
and recharging approaches. Thus, the cooperation among UAVs
and the current terrestrial Mobile Edge Computing can be
relevant in some cases once the computation power of a single
UAV might be insufficient. It is important to understand the
feasibility of current proposals and establish new approaches that
consider the usage of multiple UAVs and recharging approaches.

In this paper we discuss the challenges of a 5G extended
network through the help of UAVs. The proposed multi-tier archi-
tecture employs UAVs with different mobility models, providing
support to ground nodes. Moreover, the support of the UAVs as
edge nodes will also be evaluated.

Index Terms—UAYV, Mobile Edge Computing, Service Migra-
tion, Task offloading, Task Allocation

I. INTRODUCTION

HE increasing computational capacity of multiple de-
vices, the advent of complex applications, and data
generation create new challenges of scalability, ubiquity, and
seamless services to meet the most diverse network demands
and requirements, such as reliability, latency, battery lifetime,
and QoE. In the context of a Smart City, wireless networks
play a crucial role, and its evolution needs to be continuous.
For this reason, the network of the 5th Generation (5G) comes
to mitigate the most diverse challenges inherent to the current
dynamic mobile networks and their increasing data rates.
The employment of Small Cells (SCs), building an Ultra-
Dense Network (UDN), comes as a standard approach in
order to fulfill the current network requirements. However,
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there are still technical challenges to address, such as the
high data rate provisioning in a short time range, more
efficient resource allocation, and the need to coexist within
complex environments of multiple heterogeneous technologies
[1]. Despite being a promising approach to meet the growing
end-user demand for communication capacity and providing
a better coverage area, the densification of SCs base stations
in a 5G architecture and the usage of such terrestrial hubs
still suffer from an inefficient non-line of sight link limitations
and unavailability of adequate infrastructure in an urban and
remote area. Therefore, the usage of UAVs as network plat-
forms can potentially provide more flexible coverage. Such
devices can adapt dynamically according to the mobility of its
users, a mission, and communication and operational costs.

With the emergence of UAVs, also followed by their rapid
evolution, their use has been progressively viable in 5G
scenarios. For instance, to attend not only the most restricted
and hard-to-reach scenarios, but also areas with high data
rate requirement, being considered as communication relays or
mobile base stations (BS) to assist mobile users with limited or
no available resources or wireless infrastructure. Research has
also opened the perspective for UAV-based edge computing,
where the devices make their resources available for different
network requirements, such as data caching and processing.
Besides, the development of resource allocation by UAVs has
also been essential to making smart city applications feasible
[2].

The continuous and rapid increase in the computational
capability of these devices has enhanced the use of UAVs
in the composition of Unmanned Aerial Networks (UANS).
Improved hardware for wireless communication has been
equally essential to build the UANs, making the UAVs the
key to enabling more ubiquitous Mobile Edge Computing in
hard-to-reach scenarios with high computational demand.

The rest of this position paper highlights the main ap-
plications, scenarios and insights of network topology and
architecture designs in Section II, and presents the most
relevant and current solutions of related works in Section III.
The main current issues, future contributions as well as a
conclusion completes the paper as described in Section IV.

II. APPLICATIONS AND SCENARIOS

In the 5G and high-bandwidth scenarios as, shown in Figure
1, flash crowd events are the ones that require an increased
data rate in a short time range. UAVs have been considered



as an option to either substitute or cooperate with pre-existing
methods. UAVs are usually cheaper, faster, effective and can be
used for short-term events, due to their ability to facilitate on-
demand deployment without highly constrained and expensive
infrastructure, high flexibility in network reconfiguration by
dynamically changing their positions to provide on-demand
communications to ground users in emergency or crowed
events’ situations, high chance of having line-of-sight (LoS)
communication links. In addition, multiple UAVs might col-
laborate with each other to form a UAV network in order
to establish a backbone integrated with the ground stations.
This network can add more capacity in non-permanent sce-
narios, provide high-bandwidth communication to the ground
and widespread coverage through the extension of, e.g., 5G
coverage in multi-hop high-bandwidth wireless links.
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Fig. 1. 5G and UAVs enabled scenarios

Having the chance to feel immersed in a specific environ-
ment or venue (sport fields, music halls, etc.) is one of the
most promising benefits of 5G networks and beyond; they
may allow people to feel more connected to the main actors
of an event, and even provide them with a whole new level
of freedom to improve their experience. For instance, in a
soccer stadium, users are limited to the perspective from where
they stand throughout the entire game, instead of having the
possibility to freely select a viewpoint they find interesting
(e.g. behind the goalie, above the player carrying the ball,
always following the referee, etc.). In a concert, the need
for high bandwidth communication to share videos, video
lives, and all envisioned services, requires a temporary strong
network to handle this. UAV networks will be able to extend
and increase the capacity of the backhaul network for these
crowd and sudden events.

UAVs working as aerial BS provide a promising solution to
enable fast, flexible, and reliable wireless communications in
public safety scenarios, disaster-affected areas, or as a network
of aerial sensors to collect data in large areas [3], [4]. UAVs
are autonomous and low-cost aerial devices with the possibility
of being equipped with sensing and communication devices,

and can be placed in specific locations to help BSs that are
providing a bad QoS or replacing the damaged ones [5].
Therefore, mobile users can choose to connect to a nearby
BS or UAV in order to get better connectivity [6], [7].

Real-time surveillance and monitoring scenarios, post-
disaster recovery, access to rural broadband, and military oper-
ations are always generating critical, information-rich sensing
data. The collected data usually needs to be quickly sent
and processed in order for the information generated to be
as accurate as possible. In most cases, cloud computing is
not reachable via a direct link. Thus, taking into account
the Mobile Edge Computing paradigm, the use of multiple
UAVs as forwarding nodes, as well as processing units can
be a promising approach to provide reachable computational
resources in hard-to-reach scenarios [8].

UAVs have become more and more capable of processing
different tasks. Some proposals have been employing UAVs
as relay nodes for video dissemination and aerial BS for user
data offloading [9]. Others have been employing it as flying
processing units to support applications such as detection
and tracking systems, image analysis, and object recognition
[10]. Thus, Flying Ad hoc Networks (FANETSs) can flexibly
provide computational resources and improve the Quality of
Service in many other scenarios. For instance, the installation
of computing devices, such as Road Side Units (RSUs), at the
edge of the network and closer to the users, has been a solution
to support delay-sensitive applications in VANET scenarios.
The main goal of such approach is to reduce the delay in
communication and then to improve the quality of service.
However, these devices become overloaded due to a large
number of computing requests when considering congested
areas, resulting in degradation of overall system performance.
Due to its peculiar characteristics, Flying Edge Computing
(FEC) can potentially be a solution for this issue once it can
provide and allocate resources more flexibly and dynamically

[8].

A. Topology and Architectures

In order to provide smart city services in a high-density
scenario, high bandwidth links between the UAVs, the UAVs
and the users, and the UAVs and other ground infrastructure
need to be in place. Moreover, beyond providing a high
communication link and efficient network for communication,
UAVs are able to be controlled to improve the link and
connection reliability and quality. This is a major difference
from other networks: the possibility to adjust the position and
orientation of the network nodes dynamically and in real-time
to improve the network communication. Positioning the UAVs
between themselves and between themselves and the users will
be critical for the high-bandwidth links communications.

A multi-tier perspective can bring advantages such as
scalability, reliability, information delivery, network formation
management [11]. In 5G, scalability and reliability issues must
be efficiently addressed. Software-Defined Network (SDN) has
been one of the most efficient approaches to address those
issues. It introduces complete network programmability by
separating the control plane and data plane. SDN in Flying



Ad hoc Networks (FANETS) also considers a centralized SDN
controller responsible for all control functions such as UAVs
placement, collision avoidance, network routing, and other
services [12]. However, an SDN architecture usually employs
ground BS as the controller unit. This fact can bring scalability
and coverage limitations because it is directly related to the
communication range between the controller and the rest of
the network. Moving the controller entity to the air might lead
to a more flexible network in terms of topology formation.
Besides, once defining a set of UAVs as part of the controller
entity, the position of the controller can follow more dynamic
scenarios.

It is also important to highlight that the higher the altitude
of a UAV, the greater the probability of having an air-to-
ground communication link, since there is a higher probability
of Line of Sight (LoS). However, the increased distance
between a UAV and a ground node also increases the path
loss. The trade-off between the coverage of a UAV and its
distance to the ground mobile users is an issue that a multi-tier
UAV architecture can mitigate [13]. A multi-tier architecture
employs UAVs with different mobility models, where the
stationary ones fly in a higher altitude, providing coverage
for UAVs of lower altitude, which in turn are responsible for
giving support to most of the main services that runs on ground
nodes. This approach can also be suitable to manage the path
planning challenges of aerial vehicles and its peculiar mobility
in 3 dimensions [14].

On the one hand, a set of higher altitude UAVs along
with abundant resource nodes, such as ground BSs, RSUs,
VANETSs, comprises the control plane in our architecture. In
the control plane, all nodes reach each other through Air to
Ground (A2G) and Air to Air (A2A) connections, regarding
the connection range limitations of each node. Higher altitude
UAVs are responsible for maintaining the connection between
nodes in the control plane, with the primary objective of
ensuring that control messages are transmitted as efficiently
as possible. On the other hand, the set of UAVs with lower
altitude comprises the service or application plane. The ar-
chitecture relies on the connection between the lower altitude
UAVs and the controller entity. Its goal is to provide services
to nodes with a lack of resources.

III. RELATED WORKS

The emerging mobile applications, such as augmented real-
ity, face recognition, and mobile online gaming, are latency-
sensitive and need a high computation capability. It becomes
more critical once the requirements are needed in a short
time range, such as during traffic accidents, emergencies, post-
disaster relief, and police tracking services. A UAV network
can potentially be employed in order to provide the needed
resources for User Equipment (UE) and IoT devices in such
scenarios [15]. The UAVs can also opportunistically use re-
sources from ground BSs, RSUs, or vehicular nodes [16].
These scenarios require reliable path planning management,
which must consider the available resources and the trajectory
of every node. This information must be jointly addressed
with the computation offloading scheduling in order to meet

the service requirements. For instance, during flash-crowd
and unpredictable events, the mobility of nodes can perform
differently from the usual pattern. Thus, it is crucial to perform
the task offloading service based on the mobility of each node
following a prediction approach. Besides, the UAV network
must be able to follow the nodes based on their computation
capabilities and energy constraints. Thus, a task offloading
approach must prioritize the critical nodes, where there is
a lack of resources, and be aware of the nodes with higher
capacity, which will provide the required resources.

In the literature, a UAV has been broadly considered a
limited device in terms of energy. A vast amount of proposals
show that an efficient management system must consider
energy as the main restriction leading to computational power
limitations. For instance, the authors in [9] proposed a task
offloading formulation based on game theory, where the UAVs
offload their tasks to available resources such as base station or
another nearby wireless network. The offloading of intensive
computational tasks approach, as the authors claim, improves
energy overhead, and decreases execution delay.

Artificial Intelligence (Al) related applications are getting
more and more out of UAVs. The flexibility of such de-
vices allows their use in real-time applications such as Al
processing, object recognition and navigation. However, even
considering multiples UAVs to run the same application, they
still face processing power and communication limitations,
as highlighted in [17]. Thus, the work in [17] presented
an edge computing model to extend the computational re-
sources — processing power and communication limitations
— of UAV swarms. The UAYV, cloud, and edge computing
models compose the proposed solution, considering all their
single aspects and advantages. Firstly, this model regards
not only the cooperation among UAVs for performing tasks,
processing data, and communicate collaboratively, but also the
cooperation from edge servers to reduce the communication
latency. The edge servers compute the tasks close to the UAV
swarm, which can potentially enhance collision and obstacle
avoidance procedures. Secondly, the cloud computing model
provides abundant computational resources to help process
and store large-scale gathered data for the UAV swarms,
and provide a solution for UAV swarms to sporadic wireless
network connectivity, or in scenarios where UAV swarms are
unable to connect a cloud access point directly. Moreover, the
authors also claim the need for a joint task placement and
routing planning optimization. The algorithm for optimization
follows the Markov Approximation, where the task allocation
procedure considers a timer for each pair of tasks, and the
timer value will decide whether a route to a computing entity
(UAY, edge, or cloud) will be updated or not. This work shows
a better system performance when considering the joint of
routing and task allocation optimization.

In post-disaster relief scenarios, applications such as face
recognition in search and rescue operations require a short
response time since they are life-and-death matters. The usage
of UAVs’ computational resources has become a convenient
solution to address the response time issue in these applica-
tions, due to their mobility characteristic and low deployment
cost. To mitigate those issues, the authors in [18] presented an



hybrid architecture that integrates FANET and Vehicle Fog
Computing (VFC), considering UAVs, ground vehicles and
RSUs as processing unit candidates. In this architecture, the
tasks offloaded to UAVs can then be allocated to vehicles
or RSUs with idle computational resources. The proposed
architecture is divided into three layers: the sensing, the
management, and the processing layers. The sensing layer is
responsible for gathering the information using the sensing ca-
pabilities of the UAVs. The processing layer pre-processes the
gathered information in order to remove redundancies before
the offloading decisions. Besides, it gathers contextual infor-
mation such as weather conditions and the status information
of each UAV — the battery level, speed, location, topological
information, and so. The paper evaluates the performance by
comparing the average response delay, which increases faster
in a UAV to cloud approach than in a UAV to fog approach.
With technological advances, new perspectives have been
considered. In this case, the computational capacity of UAVs
has become an increasingly relevant factor, since this device
becomes a potential candidate to make its resources available
to offload tasks from ground nodes. For instance, the authors
in [8] presented an image analysis application that is processed
in a network that considers three in-line UAVs and a ground
control station. In this work, the UAVs’ processing power is
employed as an alternative for task computation, making the
offloading process to UAVs possible. The authors evaluate the
performance in terms of computation response time and flight
time by allocating the tasks in different sets of nodes. The
image analysis application tasks were processed at the UAVs
or the Ground Control Station (GCS). There is a trade-off
between processing the task entirely at the UAVs or the GCS.
The performance of the processing tasks relies on the number
of iterations and the available cores. Besides, flight time is
also affected depending on the number of cores used.
Applications such as face/fingerprint recognition aug-
mented/virtual reality and some lightweight machine-learning
tasks are in surging demands for computation capacity of
resource-constrained IoT mobile devices (IMDs). In paral-
lel, UAVs with cloud-like computing capabilities has also
been considered as a potential candidate to support the ever-
increasing requirement for computational and communication
resources. The authors in [19] present a joint optimization of
trajectory and bit allocation leading to the energy consump-
tion optimization in a task offloading scenario. Similarly, the
authors in [15] proposed an optimized trajectory to provide
computation offloading from ground users to a single UAV.
It relies on a convex problem formulation, which is the
minimization of the total energy consumption regarding the
number of the offloading computation bits of the users, the
trajectory of the UAV, and the CPU frequency of both. The
simulation scenario considered four users and a single UAV.
The presented results show energy and trajectory optimization.
In congested environments, the number of computational
resource requests significantly increases in a short time range.
Such situations may happen during traffic jams or any other
people’s short-time agglomerations. Thus, the authors in [16]
designed a computing framework that takes into account the
computational limitations of congested RSUs, by employing

additional compute resources in the form of a set of UAVs. The
set of UAVs acts as a flying fog-based resource provisioning,
giving access to computational resources from nearby avail-
able RSUs during a leasing time, which varies according to
the number of tasks and the time needed to compute the tasks
queue in the vehicles and RSUs. Firstly, the implementation
considers the vehicle task generation, processing, and offload-
ing procedures, and each vehicle decides whether the task is
computed locally or at an RSU. Secondly, an RSU enqueues
all the offloaded tasks, calculates the time to process its queue,
and eventually sends flying fog resources requests to a nearby
base station. Finally, the UAV allocation is performed by the
base station, and based on the workload of the requesting
RSUs, which considers the current task queue length and
average computation time of the RSU, and the entire system
workload.

On the one hand, unanimously, energy consumption by
UAVs is a cost that must be mitigated in all circumstances:
both in task unloading operations from terrestrial nodes to
be processed in UAVs, and in the allocation of tasks in
high computational capacity nodes (BSs, vehicles, and RSUs),
which further strengthens the success of using UAVs for
both contexts. On the other hand, some works consider the
computational capacity of a UAV as an advantageous factor,
while other works consider it a disadvantage. This divergence
occurs since, in the beginning, UAVs were introduced for
sensing, thus not having sufficient computational capacity for
more complex tasks. However, nowadays, its processing is
becoming more and more effective and viable. This becomes
most evident when its computational power is combined in a
network format.

UAVs have been more and more integrated to network
solutions and applications throughout the development of
UAV based solutions to manage and improve many services,
such as task offloading and migration. Bringing computational
capabilities closer to users through such devices has been
proven to be an essential approach to improve QoS in terms
of reduced latency and increased throughput. UAVs can be
potentially employed as computational units closer to the
respective clients. However, there are still challenges in terms
of topology, migration, and path planning management in
order to provide more reliable services. Therefore, this work
proposes an architecture that employs UAVs as part of a flying
fog network and able to manage different tasks through their
offloading and migration among UAVs and other nodes with
different computational and energy resources.

IV. OPEN CHALLENGES AND FUTURE WORKS

As highlighted in the previous section, many approaches
have been proposed to enable the usage of UAVs in different
ways. The works show how versatile a UAV can be in a
smart city scenario once it flexibly provides connectivity and
processing power. However, the feasibility of a Flying Edge
Computing requires special attention in terms of resource
allocation techniques, cooperation with existing ground units
and among multiple UAVs, coordination with user mobility,
computation efficiency, collision avoidance, and recharging
approaches.



The usage of multiple UAVs remains a challenge. Grouping
multiple users and UAVs is typically an integer non-convex
optimization problem, making it difficult to find an optimal
solution. In order to investigate this issue, clustering algo-
rithms shall be studied as well as other Machine Learning
and Artificial Intelligence techniques. Besides, ground device
mobility must be taken into account due to the dynamics of
the scenario, such as in post-disaster, traffic congestion, object
tracking, and search and rescue operations scenarios.

Resource allocation and task offloading are deeply related.
These services can assist devices with low available resources
by providing computation power. However, the decision-
making process can be challenging once it relies on contradic-
tory requirements, such as low latency, increased throughput,
low overhead, support of a massive number of devices, and
dynamic conditions. Thus, the cooperation among UAVs and
the current terrestrial Mobile Edge Computing can be relevant
in some cases once the computation power of a single UAV
might be insufficient. In other cases, where increased signaling
overhead and transmission latency is a challenge, there is a
need to improve current algorithms and approaches.

The energy will always be a challenge when considering
UAVs. Despite being narrowly investigated, recharging ap-
proaches put a light in the shadow. However, the coordination
of recharging schedule and service provisioning shall be
investigated, especially when the number of UAVs is limited.

The feasibility of a Flying Edge Computing network archi-
tecture has been notably studied. However, there are still cru-
cial challenges that shall be addressed in order to improve the
state-of-arts. Future works aim to understand the feasibility of
current proposals, and establish new approaches that consider
the usage of cooperative multiple UAVs.
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