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Abstract—With advancements in connected technology, the 

number of ambitious applications involving Internet of Things 
(IoT) are drastically growing. This increases concerns related to 
security, scalability, and interoperability of IoT. As the network 
of connected devices grows, decentralized technologies become 
inevitable. Within this trend towards decentralization, distributed 
ledger technology (for instance IOTA) will be a significant 
driving force. IOTA is an innovative distributed ledger 
technology targeted towards low power devices, where energy 
efficiency is a high priority. Public research regarding security 
threats against IOTA especially denial-of-service (DoS) is 
essentially non-existent. In this paper we focus on exploring a 
DoS attack against IOTA. The proposed attack methodology 
takes advantage of the lack of fees along with the ability to 
transfer minuscule amounts. By sending many conflicting 
transactions as it results in a high number of re-attachments. The 
high number of re-attachments threatens IOTA’s suitability for 
the IoT sphere. The implications of such attack, as well as the 
future of this issue in terms of the planned removal of the 
centralized coordinator are discussed. 

 
Index Terms—internet of things, decentralization, security, 

blockchain, IOTA, vulnerability 

I. INTRODUCTION 
IoT is an umbrella term that includes different technologies 

such as sensor networks, smart phones, and cloud services [1]. 
It is one of the most disruptive technologies of the present 
century [2]. Data generated in an IoT environment can be used 
to provide services that bring efficiency and ease to our lives. 
IoT applications are feasible thanks to the large amount of data 
shared among connected devices. However, the large bulk of 
data generated can be used for malicious purposes such as 
exploiting privacy [2], [3]. Existing IoT architectures are based 
on a centralized model, which requires all devices to be 
authenticated through a server [4]. Centralized models are not 
suitable for the fast outspread of connected IoT devices [5], as 
they pose many risks in terms of trust, security, overhead, and 
scalability [6]. As the number of connected devices increase, 
the demand of connectivity puts enormous pressure on existing 
centralized architectures. 

One way to overcome these challenges is through 
decentralized architectures, such as Distributed Ledger 
Technologies (DLT) [7]. In essence, a DLT can be described 
simply as a publicly recorded ledger, in which many different 
individuals may take part in verifying the ledger. In DLTs the 
storage and validation of data does not need to be left in the 
hands of some third party running a server. Additionally, 
transactions made on the network may be viewed by anyone. 
Thus it allow businesses and governments to act more 

transparently. DLTs have the potential to enable economies 
independent of the financial institutions industry currently 
relies upon. DLTs also have the capacity to enable 
decentralized services which are resilient to malicious actors. 
Security and immutability are other main advantages in 
considering the suitability of a DLT. There are various DLTs, 
for instance Blockchain [6], Hashgraph [6] and tangle (IOTA) 
[8]. IOTA is built to be suitable for IoT applications. However, 
the bandwidth and costs associated with Blockchain 
technologies are significant barriers to adoption [9]. 

IOTA is a DLT which has aimed to combat issues in 
scaling, while also removing the necessity of transaction fees, 
and enabling its use in the IoT applications [8]. Were these two 
issues to be solved, it would enable minuscule transactions to 
be made, allowing for the adoption of this technology within 
the context of economies wherein fractions of a cent make up 
some portion of transactions. Such an envisioned economy is 
the Machine-to-Machine (M2M) economy. This system would 
enable a larger degree of autonomy and security in the context 
of many IoT applications. The integration of IoT and DLT 
provides many benefits, such as resiliency, security, 
immutability, and anonymity [4]. An example of real world 
IOTA application would be ownerless cars, which may lease 
out and get maintenance themselves [10]. Other potential use 
cases include factory automation and logistics, where every 
asset could have its own IOTA wallet [11], and instead of 
every actor having to log information with each other, they can 
log it on IOTA, which can be viewed almost immediately by 
whoever is authorized [12]. 

Currently, IOTA is still in development, though it is open 
for use. Efforts are underway to remove the Coordinator, going 
by the name of Coordicide, in order to make the protocol truly 
decentralized [13]. We have not seen much published research 
on the topic of the IOTA protocol. This seems like a significant 
research gap. In the context of IOTA security, published 
research largely focuses on methods to perform double 
spending [8], [14], [15], [16], wherein the attacker effectively 
spends the same tokens twice. Little to no research on methods 
to perform DoS attacks have been published as of July 2019. A 
DoS attack is where the aim is not to unfairly spend or accrue 
resources, but to reduce availability, preventing users from 
accessing the service, and to waste resources by doing so. In 
this paper, we have proposed a DoS attack methodology within 
the current IOTA implementation (version 1.7.1). This is 
among the first academic works investigating DoS attacks in 
the context of IOTA, and the results are promising, with a 
relatively inexpensive cost to execute the attack. Finally, the 
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implications of these findings are discussed, particularly with 
respect to currently planned changes for the official IOTA 
Reference Implementation (IRI) mentioned in the Coordicide 
whitepaper [13]. 

II. OUR CONTRIBUTIONS 
In this research, a potential DoS attack methodology is 

investigated. The mechanics of this attack are considered, as 
well as a potential optimized variation on this attack. This 
attack is tested on a local network, as well as on the official 
developer network. 

III. IOTA 
IOTA is a tangle-based distributed ledger technology [8]. 

The tangle is a directed acyclic graph (DAG) used as the 
primary data structure to store transactions. A new transaction 
that is not approved by any other transactions yet, is called a 
tip. For a transaction to enter the tangle, it must be signed by 
the one performing the transaction, two other tips must be 
selected as shown in the Figure 1, and a proof of work (PoW) 
must be performed to hash this transaction. PoW is perform in 
order to prevent spam [8]. A tip selection algorithm is applied 
to select which tip transactions to validate. The current tip 
selection algorithm is a Monte Carlo Markov Chain walker 
(MCMC) [8]. These walkers transition from transaction to 
transaction randomly, but with a certain probability [8] [17]. 
This is based on the difference of cumulative weights of a 
starting (Hx) and potential (Hy) site [9]. The probability for a 
transition is shown here [8], where α is a variable, and the H 
represent the cumulative weight of their respective sites: 

Pxy = exp(−α(Hx −Hy))∗(∑  𝑧𝑧:𝑧𝑧→𝑥𝑥 exp(−α(Hx −Hz)))−1 
 

Every transaction, has a set of weights associated with it. 
These include a transactions own weight, the cumulative 
weight, and the score. The own weight is dependent on the 
amount of effort put in by the issuer [8]. Cumulative weight is 
the sum of this own weight, and the own weights of all 
transactions that approve the considered transaction. These 
weights give certain confidence in a transaction validity [8]. To 
build weight in a tip, either more work needs to be put into 
validating transactions, or other transactions must see it, 
recognize it does not conflict with other referenced 
transactions, and reference it. 

IOTA relies on the assiduous honest majority [18]. This can 
be partially achieve through the existence of the PoW, limiting 
spam on the network. However, the attacker might render the 
network vulnerable if he has computational power of over a 
third of the power being used by everyone else on the tangle. 
Right now IOTA is not that mature and the rate of transactions 
is still low as the technology has not widely been adopted, so 
this threat can significantly impact the IOTA credibility [19] 
[20] [21]. Should a large portion of the hashing power lie in the 
hands of some adversary, who could potentially perform 
double-spending. So therefore instead of MCMC, a centralized 
transaction issuer, called a coordinator, was developed [22]. 
This coordinator issues a transaction (a milestone) every 
number of seconds, and for a given transaction to be 
considered valid, it must be referenced (directly or indirectly) 
by a milestone. 

 

Fig. 1. Typical tangle format, where blue is deep enough to be confirmed, grey 
is yet to gain enough weight for confirmation, and red are tips without any 

references. 

IV. IOTA SECURITY 
Like any other DLT, IOTA is potentially vulnerable to 

certain attacks such as: Large weight attack [8], Waste money 
attack [14], Steal money attack [14], 34% attack [19], Replay 
Attacks [23], Curl-P hashing collisions [14], and the Splitting 
attack [8]. There are also concerns of its Centralization [14] 
[24], and vulnerabilities to related issues. In this paper we 
explore and exploit DoS attack. 

A. Denial-of-Service Attack 
A DoS attack occurs when an attacker directs enough 

traffic to a system such that little legitimate traffic can access it 
[25]. A distributed denial-of-service (DDoS) attack is one 
wherein an attacker can prompt other sources to direct more 
requests to their target than is typically allowed. An example of 
this would be the Dyn cyber-attack in 2016 [26]. Such attack 
may worsen as the IoT becomes more prevalent as there will be 
more devices to infect. 

B. IOTA Denial-of-Service Attack 
In the current implementation (version 1.7.1) [27], it’s the 

case that a single spammer with specialized hardware can 
significantly reduce network throughput for as long as they 
like. There are a number of targets an attacker could focus on, 
should they want to disrupt the services of an IOTA based 
application. It is typical for users to tunnel their transactions to 
a node before it becomes authenticated on the tangle. These 
nodes may be public or private. As long as these nodes’ 
addresses are known, it may be targeted. Alternatively, if the 
address of the targeted node is not known, it is possible that the 
neighbors of the node are, and through disrupting them, the 
targeted node could subsequently be denied service. In terms of 
targeting single nodes, there is no built in defense mechanism 
provided by the IOTA protocol, but it is typically handled 
through a reverse proxy such as Nginx [28]. 

The behaviour of many individual conflicting transactions 
to delay transaction confirmation is typically utilized to 
perform double-spending, wherein one would create a split 
(splitting attack), and try to maintain two separate branches, 
allowing the same tokens to be spent differently on each 
branch. In the current implementation (version 1.7.1), this 
splitting attack is not viable as a double-spending attack, as a 
transaction is only considered confirmed once the coordinator 
posts a milestone referencing one of the branches and the 
previous milestone [29]. However, the concept of repeated 
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conflicting transactions can be used to cause delays thus 
denying service. 

 
 Fig. 2. Illustration of split-spam attack. 

 

When a new transaction is attached to the tangle, it also 
must select two new tips to reference. When there are a number 
of conflicts among the tips, any may be chosen. However, 
transaction may not refer to a set of conflicting transactions, or 
transactions which refer to conflicts. As a result, branches may 
start to form at every conflict, ’fraying’ the tangle. Only one of 
these branches may be considered valid, so once the 
coordinator places another milestone, all transactions off of this 
primary branch no longer have a chance to be validated. An 
illustration of this is shown in Figure 2. This lowers the amount 
of confirmed transactions per second, and may do so 
significantly either with a sufficiently optimized algorithm, or a 
sufficient number of splitting transactions.  

In this paper, we explore two different attack 
methodologies: Naive Split-Spam, and Optimal Split-Spam to 
perform DoS attack. Naive Split-Spam attack is practically 
exploited and proof-of-concept is presented. Optimal Split-
Spam which is an optimized form of the Naive Split-Spam 
attack is proposed. The optimal attack discussed has not been 
tested, but merely reasoned about. Both the methodologies are 
described as follows. 

C. Naive Split-Spam Attack 
In order to perform this attack, from some primary seed, 

tokens are transferred to many additional wallets, each 
receiving one token. These additional wallets are also 
controlled by the attacker. Once these have been confirmed by 
the coordinator, the attack may begin. Some n transactions are 
sent concurrently from one of these additional wallets at a time, 
with each transactions being the total value contained in the 
wallet, and each transaction going to a different address. The 
tip selection algorithm used by the attacker may be the default 
MCMC walker, though this is likely not optimal. This allows 
for an n-way split of the tangle branch on which they are 
placed. This is done as many times as possible in between 
milestones, and in that time, the 
getTransactionsToAcknowledge API call may recommend any 
of the attacker’s split branches when honest transactions try to 
attach to the tangle. Once a milestone is sent by the 

coordinator, then a specific branch is chosen and the others will 
no longer be referenced. This may be repeated indefinitely. As 
shown in the Algorithm 1. The resources required for this 
attack, compared to its impact, are minimal. 

 

 
However, there are certain inefficiencies in Naive Split-

Spam attack, since at the moment a set of conflicts are first 
sent, they are as likely to be chosen as any other tip. However, 
as time progresses and more transactions come in, there is 
some chance that weight will grow unevenly on these conflicts, 
leading one branch to being chosen significantly more. This 
reduces the amount of transactions to become orphaned. To 
maximize the number of transactions orphaned, the attacker 
would want to attempt to balance these branches, again, similar 
to the methods a splitting attack aimed at double-spending 
would employ. 

D. Optimal Split-Spam Attack 
An optimal attack based off of this mechanic requires the 

ability to maintain splits for some time. Suppose it takes ts 
seconds to send a batch of n transactions spending the same 
iota. There are some x transactions per second being issued, of 
which approximately 100% would normally be confirmed. At 
every milestone, issued at intervals of length tm, all branches 
except for one collapse. Within that time, tm/ts conflicting 
batches may be issued. The batches should be attached to one 
specific branch, resulting in an addition of n−1 new branches. 
Attaching them to different branches does not create further 
branches, as within the viable branch, or sub-tangle, to which 
they belong, there will be no conflict. Assuming all of these 
branches are sustained, the new rate of confirmation becomes: 

 

If there is no conflict, the rate of confirmation remains at x. 
The first time a conflicting transaction is sent after a milestone, 
only the main tangle is being split, though in subsequent 
conflicts one of the attackers branches must be attached to, 
causing the n −1 new splits. This formula for the new rate was 
derived from the expected behaviour, though it has not been 
verified. 

There are certain challenges in maintaining multiple 
branches. To sustain multiple branches, the state of the network 

  
     
 primarySeed    

 
   

wait; 
 

     
     
     

 
   

  primarySeed  
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must be monitored closely. If any branch grows too much, 
incoming transactions will prefer to reference that branch, thus 
further creating an imbalance. This must be prevented by the 
attacker by sending an appropriate amount of transactions to 
the shorter branches to bring them close to the longest branch. 
Problems arise on a larger network, where the ledger state 
between two nodes might be different enough that users of that 
node may be creating significant weight or alternative branches 
that the attacker is unaware of until some time later. The rate of 
transactions may also be too great for an attacker to easily 
overcome, if a branch collapses too quickly, there may be little 
an attacker can do. Were it simple to maintain balance between 
separate branches, the only consideration the attacker would 
make is making as many different branches as possible. This 
may encourage a large amount of splitting transactions within a 
single batch, at the cost of a lower number of these splitting 
batches. However, as previously stated, maintaining branches 
is not necessarily an easy task. As a result, a smaller number of 
splits per batch in favour of producing more batches may be 
preferable, depending on how quickly a branch is outweighed 
to the point of being orphaned. With a smaller number of splits 
of larger weights, there is not a significant amount of time for a 
branch to be significantly outpaced by other honest branches 
without splits being created - though there is a chance that 
these other branches may persist naturally. 

V. DENIAL-OF-SERVICE ATTACK IMPLEMENTATION  

A. Attack Environment 
We have tested Naive Split-Spam attack methodology in 

two environments - a local network using IOTA Reference 
Implementation (IRI) (version 1.7.1), utilizing the newly 
implemented open source coordinator, and the public 
developer (main) network, or Devnet, running IRI version 
1.7.1 as shown in Figure 3 and Figure 4. Along with 
topological differences, these two networks are also different in 
the amount of proof-of-work required. Additionally, these two 
networks differ in the amount of load on them. Within the main 
tangle, 10 transactions per second may be seen. However, on 
the developer network, the rate is typically closer to 0.2 or 0.3 
transactions per second. While this method was tested at base 
speed, and at higher speed. Tests performed  at   higher   speed,  

 
 Fig. 3. Local Network with latency induced between test nodes. 

 
zero-value transactions were continuously sent through the 

networks to increase the rate to something more akin to what 
would be experienced in real world applications. On the local 
tangle, there was no external traffic. As a result, all of the 
traffic used to test was also generated through zero-value 
transactions. The local network as shown in Figure 3 consists 
of three nodes. One node run Compass, the opensource 

coordinator, while the other two only run IRI (version 1.7.1), 
the standard full node implementation. This set of experiments 
aimed to explore the response and mechanics involved when 
many conflicts are created on a network. The primary factor 
considered within this environment is network latency, with the 
thought that it may produce differing ledger states. The 
question then is would this Split-Spam behaviour be more 
effective if different ledger states could be held, compared to 
when the ledger state is consistent, as is the case when a single 
node is targeted. Latency between the neighbours is induced by 
splitting behavior, with tokens being sent to different addresses 
based on which node was being communicated with, for 
instance the total balance of a seed was sent to address1 
through node1, while this same amount was sent to address2 
through node2 simultaneously. These two nodes introduce 
latency on the IRI neighbouring ports via the tc tool [30]. 

The main network has many independent nodes, peering1 
with other ’neighbours’ to share the transactions that they 
receive through a gossip protocol. In this case, a transaction 
may have to make many hops to arrive at any given node, and 
so the ledger state for two different nodes could be different at 
any time. In both the developer network and the local network 
experimented with, there is a minimal number of nodes 
between any two endpoints. This makes differing ledger states 
unlikely. To try to replicate this, network latency was 
introduced between two nodes on the local network in one of 
the tests. Data was collected through IRI nodes using ZMQ 
[31]. 

 

 
 Fig. 4. Illustration of split-spam attack. 
 
B. Attack Execution 

Several thousand IOTA tokens were stored with a source 
seed. A number of new seeds were generated, and addresses 
were generated for each using the Pyota [32] method 
get_new_addresses. To each of these new addresses, a single 
IOTA transaction was generated as a ProposedTransaction 
object from the source seed. These transactions were bundled 
and sent together all at once using the send_transfer method, 
which also does the PoW and broadcasts to the IRI node. After 
some time, a milestone would refer to this bundle, giving the 
new seeds a single IOTA each. Once this was done, two single 

 
1 UDP was used as opposed to TCP due to some error within the Docker 

environment preventing TCP usage. 
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IOTA transactions were prepared, going to two different 
addresses. A list of APIs for each new seed was cycled 
through, and from each, these two different single IOTA 
transactions were sent (again using send_transfer), creating a 
conflict. Once all new seeds were sent from, the attack ceased. 
In the case where the effect of latency is being tested, each one 
of the two conflicting transactions was sent to a different node. 
Additionally, spam was generated to test the effects at different 
transaction rates. This was done by generating zero-value 
transactions from a single seed, and repeatedly using the 
get_transactions_to_approve method, which uses the standard 
tip select algorithm from the node the API object is declared 
with. The PoW is done through the attach_to_tangle method, 
and then it’s sent using broadcast_and_store. Again, when 
testing the effects of network latency, this process is run 
concurrently for each of the two nodes being used. 

A. Results and Discussion 
As mentioned earlier, the proposed attack methodology is 

performed on local network and developer network. Evaluation 
for both the networks is provided as following. 

1) Local network: The results of latency induced among 
two nodes is shown in Figure 5. No significant effect was 
visible with the varying latency rates, the drop in confirmation 
rates were roughly consistent across all the tests. For instance, 
as shown in the Table 1 the percentage of confirmed 
transactions dropping by approximately 58% without induced 
latency, and 62% with induced latency of 500ms. In this 
context, a variation of 4% is not dramatic enough to say 
latency had an effect on the efficacy of the attack, suggesting 
the mechanism of attack is local, and not due to network 
effects. Inspection of the visualization of the tangle during the 
attack in these two environments also revealed no significant 
difference. On the successful demonstration of this attack in 
this environment, it was discovered that conflicts were 
accepted as valid tips even if a node was aware of the conflict. 

TABLE I. RESULTS FROM SEVERAL TESTS 

 
 

Conflict is caused by simply sending the balance of a seed 
to different addresses. In first case, the conflicting transactions 
are sent to two different addresses. In this case the observed 
drop in confirmation rate is 58%. In the second case, the 
conflicting transactions are sent to four different addresses. In 
this case, the confirmation rate dropped by 55% for honest 
transactions. This was not a significant difference, though that 
may be due to the rate of transactions being reduced in favour 
of these larger bursts of conflicting transactions. The lack of 
effect may be explained by the fact that twice the amount of 

transactions takes twice as long to send, and every new branch 
created is equally likely to collapse. 

2) Developer Network: Various tests with different 
transactions per second were run on the developer network. 
The amount of traffic generated varies between the tests. For 
instance, a test with average 2.59 transactions per second is 
shown in Figure 6. The exact drop in confirmation rates is 58% 
respectively. Keep in mind that the number of attacker 
transactions remained constant throughout. The number of 
transactions orphaned varies, as traffic was not consistent. The 
impact is not necessarily constant. It can vary with changes in 
traffic. The amount of computational power needed is 
dependent on the PoW, for the most part, but also on other 
bottlenecks in the network. Results of various trials are shown 
in Table 1. As a proof of concept conflicting transactions from 
the developer network are shown in appendix. Note that the 
only trials with transactions searchable via devnet.thetangle.org 
are those performed on the developer network. Source code, 
visualizations, and all other resources may be accessed through 
our git repository at [33]. 

VI. CONCLUSION 

In this paper we have discussed the mechanics of various 
DoS attack vectors. Based on our analysis, this form of attacks 
are computationally inexpensive and quite effective at causing 
service disruption. The results shown suggest a strong 
possibility of a weakness within the current IOTA 
implementation (version 1.7.1), the observed drop in 
confirmation rates being largely consistent across all trials. 
Additionally, the rate at which the attacker sends transactions 
to perform the attack was varied, so the effectiveness of the 
attack as a function of the attackers sending rate is determined. 
If a higher rate of attacker transactions per second results in a 
proportional decrease in honest confirmations per second, the 
effectiveness of this attack is much greater than it seems, with a 
reasonable amount of resources, it could shut down the entire 
network. Finally, considering the intent of IOTA is to function 
on low power devices. The energy cost of a single transaction 
is already an issue, forcing to attach a transaction multiple 
times may halve the battery life of these devices. The impact of 
this attack may differ given the current developments in IOTA 
protocol. 
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Fig. 5. 500 ms latency introduced between node1 and node2, the lower figure is without any attack taking place, and the upper figure with the attack underway. 

The blue line represents the number of honest transactions sent to the network per second, red representing the number of transactions the attacker is sending per 
second, and finally the green line representing the amount of honest transactions which are confirmed per second. 

 
Fig. 6. Developer network trial 3, average honest TPS of 2.59 
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