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infrastructure, the network QoS and security criteria are taken
into account in order to mitigate the impact of a cyber-attack,
while in [6], the authors propose an online routing self-
trained decision-making algorithm based on Deep Reinforce-
ment Learning that takes decisions based on the current state
of the network by optimizing the QoS and security.

With the centralized control of network activity, the global
visibility of the network state, and the run-time manipulation
of traffic forwarding rules, SDN improves network security.
The centralized networking of an SDN environment allows
network-wide security policies to be enforced, thus reducing
the possibility of policy collisions. In details, by decoupling
the control plane (i.e., the software suite that makes routing
decisions) from the forwarding plane, SDN enables the devel-
opment of virtual networking services and the implementation
of global networking decisions (i.e., the equipment that for-
wards the traffic) [7], [8]. SDN builds on the OpenFlow [9]
open standard protocol, to allow communication with remote
devices.

To this end, the authors of this paper propose a framework
to mitigate cyber-attacks and to maximize the QoS of the
SDN, called Electrical Data Analysis Engine (EDAE), which is
evaluated upon of a physical SDN testbed in order to validate
the aforementioned algorithms in a proof-of-concept scenario.

The rest of the paper is organized as follows: Section II
analyzes the functionality and mathematical formulation of
EDAE. Subsequently, section III presents the evaluation setup
and the results of EDAE. Finally, section IV concludes the
technologies and the results presented in the manuscript.

II. COMPONENT ARCHITECTURE

This section is devoted to thoroughly analyze the function-
ality of the developed component, namely as the Electrical
Data Analysis Engine (EDAE), which is a component of the
SDN-microSENSE H2020 project [10].

A. EDAE

The primary functions of EDAE are to continuously pro-
vide alternate network routes between critical applications
in order to ensure that the QoS and security requirements
are covered. Second, to isolate a network component that

Abstract—Software Defined Networking (SDN) is an innovative 
technology, which can be applied in a plethora of applications 
and areas. Recently, SDN has been identified as one of the most 
promising solutions for industrial applications as well. The key 
features of SDN include the decoupling of the control plane 
from the data plane and the programmability of the network 
through application development. Researchers are looking at 
these features in order to enhance the Quality of Service (QoS) 
provisioning of modern network applications. To this end, the 
following work presents the development of an SDN application, 
capable of mitigating attacks and maximizing the network’s QoS, 
by implementing mixed integer linear programming but also 
using genetic algorithms. Furthermore, a low-cost, physical SDN 
testbed was developed in order to evaluate the aforementioned 
application in a more realistic environment other than only using 
simulation tools.

I. INTRODUCTION

The integration of sophisticated and intelligent techniques 
into the traditional Industrial Control Systems (ICS) has re-
sulted in the emergence of a distinct technological ecosystem. 
Sensors and actuators, inventory monitoring systems, indus-
trial equipment, video surveillance cameras, and generic PCs 
and networking devices all fall under the umbrella of modern 
ICS.These provide advanced services and functionality, boost 
operational benefits such as power, liability, and protection, 
and make new infrastructure paradigms easier to introduce 
(e.g., the Smart Grid) [1].

Although the industrial revolution provided many benefits, 
it also presented new design issues and exposed ICS to a 
new wave of cyber-physical attacks. Several reports include 
different type of attacks conducted in ICS. The cyber-attack at 
the Ukrainian electricity grid [2] demonstrated the exceptional 
impact of cyber-physical attacks, where an ordinary malware 
infection may leave regions without electricity. For this reason, 
different countermeasures are taken in order to protect these 
types of critical infrastructures, such as the development of 
AI models in order to accurately detect cyber-threats [3], 
the reactive or proactive mitigation of the attacks [4] or the 
appliance of SDN in order to increase the survivability of 
the communication network [1]. Characteristically, in [5] 
the aspects of energy consumption of the communication
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has been identified as attacked. Third, to optimally reconnect
the gateways with the sensing units, when a gateway is
disconnected after a malfunction or a cyber-attack, in order
to restore the data acquisition and in the Electrical Power
Energy Systems (EPES) use case and to restore and maximize
the redundant observability of the Electrical grid. In general
EDAE consists of two algorithms. A genetic algorithm for
the communication path reconstruction and device isolation. A
Mixed Integer Linear Programming algorithm to perform the
matchmaking between the leftover gateways and the sensing
devices.

TABLE I: Table of Notations

SW = Set of communication network for-
warding devices (switches)

BS = Set of buses in the power transmis-
sion network

SD = Set of sensing devices in the network
GW = Set of gateways in the network

L = Set of active communication paths
between hosts

DLc (hi) = Delay constraint for host i
ABc (hi) = Available bandwidth constraint for

host i
PLc (hi) = Packet loss constraint for host i

JTRc (hi) = Jitter constraint for host i
SR (hi) = Security constraint for host i
Lbsi,bsj = Set of transmission lines between

buses
kGW = Device capacity of each Gateway

phi,hj
= A full communication path between

two hosts
bsi = Bus number i
hi = Host i
si = Switch i
ai = A network asset could be switch or

host
< ai, aj > = Link between two assets of the net-

work
sr<si,sj> = Security risk level between two

linked switches
srsi = Security risk level of switch
srhi

= Security risk level of host
PL : Phi,hj

7→ R+ = Function that maps a full communi-
cation link to its packet loss

B : Phi,hj
7→ R+ = Function that maps a full communi-

cation link to its bandwidth
AB : Phi,hj

7→ R+ = Function that maps a full communi-
cation link to its available bandwidth

JTR : Phi,hj
7→ R+ = Function that maps a full communi-

cation link to its jitter
DL : Phi,hj

7→ R+ = Function that maps a full communi-
cation link to its delay

SR : Phi,hj
7→ N = Function that maps a full communi-

cation link to its security risk level
threshold = Used to avoid using paths that over-

collateralize some of the KPIs
x(a, b) = Decision Variable of the MILP

model

1) Rerouting GA: The goal of the algorithm is to find the
optimal routing path between two hosts in order to meet the
QoS and security demands imposed by the application the
two hosts serve. The QoS and security demands required for
each application are expressed in the genetic algorithm as
constraints to the objective functions that aims to solve. The

aspects of QoS that are subject of this manuscript are the delay,
jitter, packet loss and bandwidth. Finally, the security require-
ment expresses numerically the sensitivity of the information
that is processed and/or forwarded by the target application.

The problem is initially formulated as a multi-objective
problem with constraints, where the objective functions and
constraints are the following:

i) Delay objective function

min : JDL (p) = max

(
threshold,

DL
(
phi,hj

)
DLc (hi)

)
(1)

ii) Jitter objective function

min : JJTR (p) = max

(
threshold,

JTR
(
phi,hj

)
JTRc (hi)

)
(2)

iii) Packet loss objective function

min : JPL (p) = max

(
threshold,

PL
(
phi,hj

)
PLc (hi)

)
(3)

iv) Available bandwidth objective function

min : JAB (p) = −
AB

(
phi,hj

)
max (ab 〈hi, hj〉)

(4)

v) Security objective function

min : Jsecurity (p) =
SR

(
phi,hj

)
SRc (hi)

(5)

s.t =



DL
(
phi,hj

)
≤ min (DLc (hi) , DLc (hj))

AB
(
phi,hj

)
≥ max (ABc (hi) , ABc (hj))

PL
(
phi,hj

)
≤ min (PLc (hi) , PLc (hj))

JTR
(
phi,hj

)
≤ min (JTRc (hi) , JTRc (hj))

SR
(
phi,hj

)
≤ min (SRc (hi) , SRc (hj))

∀phi,hj
∈
(
L+ p− p′

)
The traditional online algorithms and their alternatives (such

as Djikstra, LARAC, SSR+DCCR ) used to find communi-
cation paths are not scalable with respect to the number of
objectives and/or the scale of the network [11]. Hence, genetic
algorithms were used in order to to find a near optimal solution
as soon as possible. For this reason, PaDe [12] multi-objective
genetic algorithm is used since it allows the parallel solving
of multi-objective problems. For each chromosome in the
population, PaDe decomposes a multi-objective problem into
single-objective ones and using the asynchronous generalized
island model [13] to distribute the solution process to multiple
processors. At the end of the evolution, the population is set as
the best individual in each single-objective island. PaDe is not
suitable to solve constrained problems; therefore, the problem
should be transformed into a non-constrained one. A solution
to this is to add an additional objective, which will quantify the
violation of the constraints and will be used as a penalty to the
overall objective function. The additional, objective function is
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the norm of the total constraint violation. A constrain violation
is calculated as (e.g. for latency and available bandwidth):

C vli = max
(
0, LT

(
phi,hj

)
−min (LTc (hi) , LTc (hj))

)
(6)

C vli = max
(
0,max

(
ABc (hi) , ABc (hj)−AB

(
phi,hj

)))
(7)

Therefore, the additional objective function is formed as:

min : Jviolation (p) =

√√√√ ∑
k ∀phi,hj

∈(L+p−p′)

C vl2k (8)

Since, the problem is multi-objective, six dimensional specifi-
cally; there will be probably multiple solutions, each one being
optimal at different objectives or combinations of objectives.
After the final population of solutions has been calculated, the
Pareto Front of solutions with respect to the function below is
calculated:

(arg
p
min : αJLT (p) + βJB (p) + γJPL (p)

+ δJJTR (p) + ε Jsecurity (p) + ζ Jviolation) (9)

Where α + β + γ + δ + ε + ζ = 1. The values of α , β ,
γ , δ , ε , ζ define the user’s preference. The solutions with
the minimal value are chosen in order to construct the Pareto
Front of solutions with respect to the given policy. Finally, an
additional filtering step takes place in order to select the path
that makes the lowest allocation of resources.

2) Matchmaking Mixed Integer Linear Programming Algo-
rithm: The proposed MILP algorithm focuses on the match-
making between gateways and sensing units. Concretely, let
A = (SD1, SD2, . . . , SDN ), a set of N available Sensing
Devices. Let B = (GW1, GW2, . . . , GWM ), a set of M
available Gateways. The decision variables are the sets of SD-
GW pairs:

{a, b}∀a ∈ A,∀b ∈ B (10)

with binary values:

{a, b} =

{
1, if SD a sends data to GW b
0, if SD a does not send data to GW b

The objective function of the problem is to select the SD-
GW pairs which minimize the average communication net-
work latency. In this case, the objective function is described
as:

minΣa∈A,b∈Blatency(a, b) ∗ {a, b} (11)

A GW cannot accept data from j+1 SDs if the connected
SDs exceed the amount of devices that a GW can host.

Σa∈A{a, b} <= kB ...∀b ∈ B (12)

Finally, each SD should send data to at most one GW:

Σb∈B{a, b} <= 1...∀a ∈ A (13)

3) Worfklow: EDAE’s consists of three parallel work-
flows, the QoS maintenance workflow, the Cyber-attack mit-
igation workflow and Observability restoration worfklow.
QoS maintenance: This workflow is executed periodically
and it’s objective is to find which paths violate the constraints
of the applications in order to construct alternative paths.
Cyber-attack mitigation: This workflow is triggered when
event is received from a risk assessment framework. EDAE
updates the security status of the assets in the network topol-
ogy based on the risk assessment framework and forces the
re-construction process for the paths that violate the security
requirements of the applications. Additionally, this workflow
can apply mitigation policies specified by the security ad-
ministrator such as re-routing the traffic of the affected asset
to a Honeypot, but this functionality is out of scope of this
manuscript.
Observability restoration: This workflow is executed when
a gateway is out of operation. The goal of this workflow is
to assign as many sensor devices to the leftover gateways
minimizing the experienced latency between the new pairs
resulted from the matchmaking process.

III. EVALUATION

This section describes in details the evaluation framework
and the results of EDAE. Concretely, the Evaluation sce-
narios subsection, provides details regarding the evaluation
flow, while the Evaluation setup subsection analyzes the SDN
testbed topology setup, the network traffic generation, the
selection of the application constrains and details regarding the
executed cyber-attacks. Last but not least, subsection Results,
describes thoroughly the outcomes of the executed scenarios.

A. Evaluation scenarios

Two scenarios were utilized in order to assess the perfor-
mance of EDAE from multiple views. The first scenario is
called the ”Non-attack scenario” while the second one is called
the ”Attack scenario”. The status of each switch link (delay,
bytes received/sent etc.) was captured through the provided
API of the controller with a sampling ratio of 5 seconds and
were stored to a timeseries database to be processed by the
re-routing algorithms studied in the present manuscript.
Non-attack scenario: This scenario aims to evaluate the capa-
bility of EDAE’s rerouting functionality to construct communi-
cation paths that serve the QoS requirements of the underlying
applications. Therefore, in this scenario there isn’t presence of
cyber-attacks and it is assumed that no vulnerable asset exists
in the topology. EDAE’s rerouting algorithm is compared with
the approach presented at [14]. The scenario is executed for
24 hours and every two minutes the paths were re-constructed.
Attack scenario: The aim of this scenario is twofold. The first
goal is to evaluate EDAE’s capability to assist in the mitigation
of cyber-attacks, while in the same time manages the network
resources to serve the QoS of the applications. The second
goal is to evaluate the quality of the solutions provided by
EDAE’s MILP matchmaking algorithm and compare it with
the method proposed at [15]. For this reason, we are executing
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3 different cyber-attacks for the ModBus protocol. The attacks
are executed from a malicious insider, from the gateways to
the emulated smart meters.

After the detection of each cyber-attack, EDAE blocks
the communication from the gateway, to all the other net-
work components. Afterwards, EDAE genetic algorithm re-
calculates the new paths and EDAE’s MILP proceeds to the
matchmaking of the leftover gateways with the sensing units.
This scenario is executed for 4 hours and every five minutes
an attack is randomly selected and executed from one of the
three gateways. Each gateway is also randomly selected to
perform the attack. The network statistics (e.g. jitter, latency)
during the performance of the attack are send to EDAE in
order to perform the evaluation experiments. More information
about the cyber-attacks can be found in subsection Executed
Cyber-attacks. It has to be noted also that the detection of the
cyber-attacks is out of the scope of this work.

B. Evaluation Setup

1) Physical SDN testbed setup: This section will describe
the development and the implementation of an SDN-enabled
testbed setup, used in order to evaluate and analyze the
performance of the EDAE tool in a proof-of-concept SDN
environment.
The physical SDN testbed, which was developed in the scope
of our research in order to be able to evaluate the SDN
functionalities and the developed algorithms, consists of the
following components, nine SDN Switches, the Open Network
Operating System (ONOS) acting as the SDN Controller and
seven host devices.
SDN Controller: The SDN Controller, which can pro-
grammably construct the data flows, is the central system of
the SDN-enabled network. The SDN Controller used in our
experimental testbed is ONOS. The ONOS controller is the
most widely used open-source SDN Controller for developing
next-generation SDN solutions, and it is written in Java [16].
ONOS is installed as a Docker container on a computer
running a Linux-based Operating System (OS).
SDN Switches: Open vSwitch, also known as OVS, is a multi-
layer software switch which interconnects virtual devices in
the same host or between different hosts, licensed under
open-source Apache 2.0 license. OVS allows programmers to
create forwarding functions in order to automate and control
network traffic and supports standard management interfaces.
The software-based Open vSwitch, which runs on a Raspberry
Pi 3B+ board, forms an SDN Switch for the network. The
SDN-enabled switch includes a built-in Ethernet port and with
the use of four USB-to-Ethernet adapters, it is able to expand
its network capabilities. The proposed SDN-enabled network
consists of nine SDN Switches. The five of them are part
of the core network, where the system administrator is able
to program different flow routes, while the four of them are
part of the edge network, allowing different kind of devices
to connect to the SDN-enabled network. Each SDN Switch is
connected to another switch or host, using wired connections
(Ethernet).

Host Devices: In the scope of our experiments, seven host
devices are used in the SDN topology. More specifically, four
Raspberry Pi 3B+ boards are programmed to act as Modbus
TCP/IP energy meters (servers), while the other three hosts
are acting as gateways (clients), requesting energy meter data
and producing Modbus network traffic in the SDN-enabled
network.

(a) (b)

Fig. 1: SDN testbed a) Physical b) SDN topology

2) Traffic Engineering: The network traffic between the
hosts of the network are mainly ModBus/TCP packets cre-
ated using the server-client stack communication offered by
PyModbus [17] python library. The QoS metrics (available
bandwidth, delay, jitter, packet loss) for each link between
the switches was the same and optimal prior to any traffic
generation. Therefore, diversity between the status of the
switch links had to be induced. The NetEm package [18]
from Linux foundation was used in order to insert delay, jitter
and packet loss over the network. Additionally, in order to
affect the bandwidth of the links, TCP/IP traffic was generated
between the hosts of the network. Subsequently, to allow the
status of the links to variate over time, multiple profiles were
created for each QoS metric that were sampled for each link
every 5 minutes. Specifically, there were 9 different traffic
generation profiles for the bandwidth metric (combination of 3
profiles for the frequency of POST action and 3 of the volume
of the data), 3 different profiles were created for delay and
jitter and 4 profiles for packet loss. In Table II the different
profiles and the distribution of probabilities to be sampled are
shown for each QoS metric. It should be noted that the choice
of the profiles is made in such a way that the network will
always contain a portion of switch links that will be congested.

TABLE II: Distribution of Probabilities

Metric Categories Distribution
Delay (ms) [0, 1.5, 3] [0.5, 0.33, 0.17]
Jitter (ms) [0.5, 1, 1.5, 2] Uniform
Packet loss (%) [0.15,0.25,0.35,0.45] [0.4,0.3,0.15,0.15]
Traffic-freq (ms) [0.1, 0.3, 0.7] Uniform
Traffic-load (MBps) [4, 8, 16] Uniform
Security (Categorical) [1, 2, 3, 4, 5] [0.4,0.2,0.15,0.15,0.1]

3) Executed Cyber-attacks: The executed cyber-attacks are
implemented in the emulated servers and clients of the Py-
Modbus library. For the execution of the attacks, the widely
known SMOD penetration tool was selected and the attacks
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were: the UID Brute Force attack, the function enumeration
attack and the Write All Registers DoS attack [19].

The security aspect, in which the two scenarios differ,
introduces a new metric, the security status of each switch.
In the attack scenario the switches were assigned with an
additional property, the security status. The security status was
constant over time and was selected randomly for each switch
as shown in Table II.

4) Selection of constraints: In order to make the evaluation
framework specified for EPES applications, the types of the
various hosts and their respective QoS requirements were
selected based on sources that were found in the literature
regarding the EPES QoS requirements [20], [21], [22], [23],
[24]. The four most demanding applications, namely the PMU
to PDC data transfer, the transient stability, the wide area
situational awareness and the communication of distributed
energy resources, were selected and included in the analysis.

C. Results

The results are presented for each algorithm of EDAE
separately.
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1) Rerouting GA: Three KPIs were defined in order to asses
the performance of the aforementioned genetic algorithms.
Each KPI is applicable for all the metrics. The first KPI is
the success ratio (SR) and expresses the percentage of the
applications for which the constraints of the target metric
is covered during the experiment. The second KPI is the
deviation ratio (DR) and expresses the mean deviation from
covering the constraint requirements for the applications that
the constraints are not covered. Finally, the third KPI is the
over allocation ratio (OAR) and expresses the mean percentage
that each constraints is over-covered for the applications that
the constraints are covered.

Both algorithms perform equally well and have a success
ratio close to 100% with respect to delay, jitter and packet
loss metrics in both scenarions. In Fig. 2 (a) its is observed
that EDAE has greater success on finding routes that satisfy
the bandwidth and jitter QoS requirements of the applica-
tions. Finally, in Fig. 2 (b) it is shown that EDAE can still
provide routes that meet the QoS of the applications with
greater success than the NSGA but is also able to find much
more secure routes with respect to the security requirements
(business value) of the application.

In Fig. 3 the results are similar for all the metrics except for
the security. In the attack scenario it is observed that EDAE is
capable to assign more secure paths to the applications even
though the paths do not cover the security requirements. The
results show that whenever a path that covers the constraints
cannot be found, EDAE will find a path that deviates less from
the specified constraints of the applications.

Finally, the plots presented in Fig. 4 demonstrate the effec-
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tiveness of the threshold parameter included in the formulation
of the objective functions of EDAE and the extra filtering step
when choosing the final solution from the Pareto front. EDAE
produces paths that do not over exceed the requirements of the
applications. This explains the big difference in the bandwidth
SR between the two algorithms. EDAE will use switch links
with high available bandwidth for demanding applications and
switch links with low available bandwidth for less demanding
applications by means of bandwidth.

2) EDAE’s Mixed Integer Linear Programming Algorithm:
The evaluation of EDAE’s MILP formulation is implemented
in terms of the mean latency of the new matchmaking be-
tween the gateway-sensing unit devices pairs. For this reason,
EDAE’s MILP is compared with the Qu’s MILP presented in
[15]. It has to be noted that Qu’s MILP considers the sensing
units to be in neighbours, but for our scenario we consider
that each sensing unit does not belong to a neighbourhood.
Fig. 5 depicts the mean latency of the new gateway-sensing
unit pairs for all the iterations that a Gateway went off due to
a cyberattack. The results indicate that EDAE’s MILP is able
to pair the leftover gateways with the sensing units with the
minimum average latency compared to Qu’s approach.

IV. CONCLUSION

This paper presents thoroughly the EDAE, a component
of the SDN-microSENSE H2020 project and the evaluation
results on a real SDN testbed. The primary functions of EDAE
are to provide an alternate network route from a measure-
ment device to a control/monitoring unit in case the con-
trol/monitoring system’s redundancy prevents the information
from being forwarded or if it is under attack. The evaluation
results indicate that both the EDAE’s rerouting algorithm and
EDAE’s MILP formulation achieve better results in terms of
QoS of the network with the two comparison methods. As
future work, the authors intend to evaluate EDAE in a large
scale SDN enabled electrical grid and apply also detection
methods of the ModBus cyber-attacks, which are presented in
this paper. Moreover, the physical SDN testbed, which was
used for the evaluation of EDAE, will be further extended
and upgraded, in order to support wireless mesh networks and
other wireless communications instead of wired. To this end,
the evaluation of EDAE in a new physical environment could
be performed.
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