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Abstract

We describe an approach to the classification of 3-D objects using a multi-scale representation.
This approach starts with a smoothing algorithm for representing objects at different scales. In
a way similar to the classical scale space representations, larger amount of smoothing removes
more details from the surfaces. Smoothing is applied in curvature space directly, thus avoiding
the usual shrinkage problems and allowing for efficient implementations. A 3-D similarity
measure that integrates the representations of the objects at multiple scales is introduced. This
similarity measure is designed to give higher weight to the coarse scale representations, while
ignoring the finer scale details of the surfaces. Given a library of models, objects that are sim-
ilar based on this multi-scale measure are grouped together into classes. We show how shapes
in a given class can be combined into a single prototype object. This is achieved by using a
powerful property, introduced earlier, of inverse mapping from representation to shape. Final-
ly, the prototypes are used for hierarchical recognition by first comparing the scene represen-
tation to the prototypes and then matching it only to the objects in the most likely class rather
than to the entire library of models. Beyond its application to object recognition, this approach
provides an attractive implementation of the intuitive notions of scale and approximate simi-
larity for 3-D shapes.






No s~ DR

Table of Contents

Introduction . . . . . . . L e e e e 1
Shape Representation and Shape Similarity. . . . . . . . . . . .. ... ... .....
Smoothing . . . . . . . . e e e e 3.
Classification. . . . . . . . . . . . e e e e e e 7
Classification Example . . . . . . . . . . . . . . 10. ..
Recognition . . . . . . . . . e 13.
Conclusion. . . . . . . e, 14 .
Acknoledgement. . . . . . . . 15 .

References . . . . . . . . . L e 15






List of Figures

Figure 1: Comparison of pixel distance on an image with mesh distance on a discrete sphere.

Figure 2. Reconstructed meshes of the cube from smoothed shape representatiofis. (a)
(b) 0=0.5, (cp=1.0; (d) 0=2.0; () 0=4.0; ()0=9.0. . . . . . . . . . ... ... 6

Figure 3: Shape comparison of cube and sphere. The x-axis is the scale asiatithe y-
axis is the shape distanDg between the cube and the sphere. Here the sphere is

selected as the reference object. . . . . . . . . . ... 7
Figure 4: Meshes and their corresponding shape representations. (a) cube; (b) tetrahedron; (c)
octahedron; (d) octahedronl; (e) octahedron2. . . . . . . . ... ... ... ... 8
Figure 5: Shape comparison of cube, tetrahedron, octahedronl and octahedron2 with respect
tooctahedron. . . . . . .. L 9
Figure 6: Prototype object for the class octahedronl/octahedron2 reconstructed by inversely
mapping the averaged spherical representations to the surface mesh.. . . . . . . 10
Figure 7: Objects in library. (a) objectl; (b) object2; (c) object3. . . . . . . . . ... . .. 10
Figure 8: Mesh models and their corresponding shape representations. (a) objectl; (b) object2;
(c)object3. . . . . e 11
Figure 9: Object3: smoothed shape representations and the corresponding reconstructed
meshes. (ay=0.5; (b) 0=2.0; (c)0=5.0. . . . . . . . . . . . ... ... .. .. 11
Figure 10: Distance to object2 as a functionofscale. . . . . . . . . ... ... ... ... 12
Figure 11: Shape representation and reconstructed mesh model for the object2-object3 class.
...................................... 2...1
Figure 12: Percentage of shape similarity value at each scale in the scaled shape similarity
MEtriC. . . . . . . e 13
Figure 13: (a) Scene; (b) Mesh; (c) Shape representation. . . . . . . . . . .. ... ... 14

Figure 14: Overlapped scene and model after transformation.. . . . . . . . . ... .. .. 14






1 Introduction

A number of algorithms and representations have been proposed for the recognition of 3-D objects in
3-D scenes. These techniques are typically demonstrated by using a single model, or a small set of mod-
els. In practice, however, one may have to contend with large libraries of objects. In that case, models
are matched with the scene in a sequential manner. The difficulty is the inability to represent the notion
that many objects in the library have “a similar overall shape” and that, therefore, they could be grouped

together and recognized as a group.

Ideally, we would like to be able to first identify candidate objects at a coarsei scateased on their

overall shapes, and to then identify the actual objects present in the scene at a fine. Soated on

a detailed description of their shapes. Such a multi-resolution approach is more efficient since it at-
tempts to match surfaces at full resolution only for those objects identified as candidates at a coarser

resolution.

Although such an approach has not been developed for 3-D shapes, the equivalent approach for 2-D
images using template matching at multiple resolution and template grouping at coarse resolution is
well-known. The basic idea described in this paper is to develop a similar multi-scale approach for 3-D

shape matching.

Our approach starts with a simple smoothing algorithm that can be applied to surfaces in a way similar
to image smoothing. This smoothing algorithm has the desired intuitive properties. In particular, as the
amount of smoothing increases, the surface evolves from a complete description of the object to a coars-
er description in which details are omitted, and, as the amount of smoothing becomes very large, to a

sphere.

This smoothing algorithm allows us to compare models in a model library at multiple scales. Given two
models, the comparison is done by combining the values of a similarity measure between the two ob-
jects at different scales, i.e., different degrees of smoothing. The combination is defined in such a way
that models at coarser scales contribute more to the overall similarity measure. Assuming that all the
models are compared in this manner, they can be grouped into classes of similar objects. Each class is

represented by a prototype object which is the “average” of all the objects in the group.

The notion of representing and comparing data sets at different degrees of smoothing instead of at a sin-

gle scale is, of course, not new. The 2-D concept of scale space has been used extensively, both for rep-



resenting features in images and for representing curves [19][8][11][7]. The difficulty is to extend this

to three-dimensional surfaces in a way that is simple and computationally efficient.

At recognition time, the representation of the observed scene is first compared to the prototype objects.
The class corresponding to the prototype object that is most similar to the scene is the set of candidate
objects for recognition. Final recognition is performed by comparing the objects of this group with the

scene at full resolution.

Examples of related approaches to 3-D shape classification include the use of global shape parameters
[13], which can also support multiple scales; the use of parameterized surfaces [9]; and the use of neural
networks for classification [4][3]. Our approach differs in that we explicitly build prototype objects for

each class, and that we do not require parametrization or global shape indices.

Beyond its direct application to object recognition this approach answers several challenging questions
in the area of object representation. First of all, the smoothing algorithm provides a simple and intuitive
way of capturing the notion of “level of detail”, “scale”, and “overall shape” of an object. Second, the
grouping algorithm provides a way to implement the intuitive concept of the “average” shape of a group
of similar objects. Finally, the multi-scale algorithm is a first step toward hierarchical representation of

shape libraries.

The paper is organized as follows: In section 2, we describe the basic shape representation used in this
paper. In the following sections, we describe the three components of smoothing, grouping, and match-

ing. We conclude with some examples of real objects.

2 Shape Representation and Shape Similarity

The mesh models used in this paper are built up using the deformable surface technique described in
[5]. The object’s surface is represented by a mesh in which each vertex is of degree 3. The number of
vertices is determined by the frequency of tessellation. It can be shown that, by using appropriate con-
straints on the relative positions of the vertices, the nodes of the mesh are distributed in a nearly uniform

manner on the surface. A complete discussion of the uniformity properties can be found in [6].

A local shape measure is computed locally at each node of the mesh, as defined in [5]. Although this
measure is not a direct approximation of surface curvature, we will refer to it as “discrete curvature” in
the rest of the paper for simplicity. Details on the relation between the shape measure used in [5]and

other measures of surface curvature can be found in [16].

Under the assumption that the mesh is uniform, it can be shown that a measure of similarity between

the two meshes can be computed. In order to compute the similarity measure, it is convenient to intro-



duce an intermediate representation, which is a spherical representation of the discrete curvature distri-
bution. In this representation the discrete curvature value at each node of the surface mesh is mapped
to the corresponding node on a unit sphere tessellated using the same mesh topology and number of
nodes. We will refer to this representation as the “shape distribution function” or the “curvature distri-
bution function”. Therefore, for each object, there is a mesh model in 3-D space and a corresponding
spherical shape representation in curvature space to represent it. Using a spherical representation is for

convenience only. In particular, it does not imply that the objects are convex or star-shaped.

Given the spherical representations of two objaasdB, the shape similarity is measured by finding
the rotation that minimizes the difference of discrete curvature values at corresponding nodes of the two
spheres. Formally, 18, andS; be the mesh representationsAondB, respectively. Lek(S,) and
k(Sg) be the shape distribution functions f8y andSg, respectively. We denote ly(Sg) the shape
distribution function ofs after rotation byR. TheL, distanced (S, Sg, R) betweernA andB for a given
spherical rotatioR is defined as
1

d,(Sa Sg: R) = (J'\k(SA)—kR(SB)\pdS)p 1)
which is the sum of local discrete curvature differences over the sphere. Then the shape similarity mea-
sureDy(A, B) betweermA andB becomes

D,(A B) = mingd (S, Ss R) 2)

which is the minimum odl, over all possible rotatiori& D, is a distance between shapess, it is sym-
metrical and satisfies the triangle inequality. We refer the reader to [14]for a complete description of
the properties of this similarity measure. An efficient algorithm for implementing the minimization in

rotation space is described in [6].

This similarity measure is an extension of the similarity measure for 2-D curves defined in [1] or [12],
which uses the turning angle along a 2-D curve as the equivalent of our discrete curvature measure. Oth-

er approaches to shape similarity are based on shape deformation metrics [2][13].

So far, we have described the “forward mapping” from surface to shape representation. A critical prop-
erty of this representation is that the “inverse mappiing; constructing a 3-D shape from a given dis-
crete curvature distribution, is also possible. This property is the basis of our approach for representing

a group of objects by a single prototype. The inverse mapping is described in detail in [15].

3 Smoothing

There has been extensive previous work on smoothing piece-wise linear shapes of arbitrary dimension

and topology. Polygonal meshes are of particular interest because of their wide application in modeling



3-D objects. The main disadvantage of mesh smoothing is the shrinkage of mesh that results from re-
peated averaging. Although several solutions to the shrinkage problem have been proposed
[17][10][18]. Most of those approaches require the use of careful design of the smoothing operator and,
to the exception of [17], are hard to extend to 3-D. In this section, mesh smoothing is studied from a
new point of view. Instead of smoothing the mesh directly in 3-D space, the shape representation of the
mesh is smoothed in curvature space. By reconstructing a new mesh based on the smoothed shape rep-
resentation, the mesh in 3-D space is indirectly smoothed. This approach to mesh smoothing has two
advantages in that it does not generate shrinkage on the mesh; and it does not involve direct computation

on the mesh, which is an advantage when only the local discrete curvature distribution is needed.

Before describing the smoothing algorithm, we need to define a few notations: A unit discrete sphere is
represented a&S={V, E, C}, in which V is a list of verticesk is a list of edges and is a list of local

discrete curvature¥, E, C are defined more clearly as follows:

V= Hvi‘ls i<n, HViHZ =1, n, is the total number of vertices on the sphere;
O O

E = {q‘; [1<i<n ek = (v, v))} , Ne s the total number of edges on the sphere;

= e ¥ij
C = {qg|(1<is<n))}, C is the set of local discrete curvature values.

A “unit mesh distance” is defined as the distance between two neighboring vertices:

k
Aunit = [vi=vil» &

unit =~ lsksng,1ls<i,jsn,

The mesh distana#, from v, tov; is defined as the number of unit mesh distances betweialv,.

With those notations, the smoothed discrete curvature value at & idefined by:

2

—1dij

¢ = Uporm gwez 02c(v]-) (3)
Vi
In (3), dj is the mesh distance from nodeto nodev; andW is the neighborhood of, defined by
0<d; <w, wherew is the size of the smoothing operatfy;) is the local discrete curvature at nogle
c;? is the smoothed local discrete curvature at scales.

In practice, the size of the operator is selected=de and the normalization factar,,,,is defined by:

2
—1dy°
2

a
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]

For a given vertex;, the vertices which amesh distances away fromcan be found easily by tra-
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This definition is the direct extension to the sphere of Gaussian smoothing on 2-D images:

1K%+12

1 Cir i
Fi = — e f(i+k, j+I) 5
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in whichk, | are the pixel distances from pix&] j). The extension to the spherical image involves

changing the definition of neighborhood and distance to take into account the topology of the mesh.

(ij+1

(-1 (FLD)

Lkia
DY)

Figure 1: Comparison of pixel distance on an image with mesh distance on a discrete sphere.
There is a limit to the size of the smoothing operatoii,he basic consideration here is that the sphere
is a closed surface, which implies that the neighbortWadraps around on itself i is too large.
Therefore, there is an upper limi,,, for w. Starting at a vertex, thig,,.is calculated by traversing

the listE until no more new vertices can be added.

This implementation of smoothing assumes that all the vertices are included in the computation, and

therefore, the entire surface of the object is known. In practice, however, parts of the surface may not

be visible. As a result, some of the vertices on the sphere may not correspond to the underlying surface.
To address this problem, smoothing is not applied to those verticegvgnsl ignored in (3) if; does

not correspond to the underlying surface.

Using the above definition of smoothing, the local discrete curvature distribution becomes a constant
distribution aso becomes large. In fact, this is true for all 3-D objects which can be represented by the
spherical discrete curvature function. This can be shown as follows: As indicated easliacrasses,

the neighborhood will reach its maximum swg,, due to the boundedness of the sphere. The corre-
sponding neighborhodd is the entire sphei® At that point, the smoothed value at nogis comput-

ed as:

As o increases further, the coefficients of the smoothing operator all converge to 1. Therefore, in the

limit, ¢;° converges to the average vabuef discrete curvature over the entire sphere:

¢ = D\/%sC(VJ)%N =c (6)



This convergence property is simply the property equivalent to that of any 2-D image smoothing, which
is that the continuously smoothed image converges to a constant image whose value is the average of
the input image. In particular, this is independent of the shape distribution function defined on a sphere

(In fact, there are many ways to represent local discrete curvature [16]).

A consequence of (6) is that, @aéncreases, all objects converge to a shape of identical discrete curva-
ture everywhere, namely a sphere. This behavior is consistent with the intuitive behavior of smoothing:
as more and more details are eliminated from an object surface, that object should converge to the sim-

plest object, a sphere.

@ (b) (© (d) (e) ®

Figure 2: Reconstructed meshes of the cube from smoothed shape representationso&D); (b) 0=0.5, (c)
0=1.0; (d) 0=2.0; () 0=4.0; (f) 6=9.0.

For example, Figure 2 shows that, as the amount of smoothing increases, the cube gradually converges
to a sphere. This sequence was obtained by smoothing the spherical distribution and by using the in-

verse mapping algorithm of [15] to construct the corresponding 3-D shapes.

In practice, different objects modeled by discrete meshes of the same frequency may converge to slight-
ly different values o€ due to round-off errors, and to the fact that the sampling is not perfectly uniform.
However, the differences are small enough that they do not affect the classification algorithms. For ex-
ample, Table 1 shows the value of the mean and variaederdbur different objects fos =9.0. Those

numbers show that the discrete curvature distribution does become constant as the amount of smoothing

becomes large.

Table 1: Mean and Variance ofc for Different Objects After a Large Amount of Smoothing.

Object Mean ofc Variance oft

Cube 8.03e-2 1.0e-6
Tetrahedron 7.25e-2 2.6e-5
Octahedronl 7.53e-2 1.3e-5
Octahedron2 7.59e-2 2.2e-5




4  Classification

The basic idea of the classification algorithm is to compute the representations of the objects in the li-
brary at different scales and to compute a new similarity measure which includes all the scales. Figure 3
shows a simple example of the comparison of two objects, a cube and a sphere. The graph shows that,
as the degree of smoothing is increased, the two objects become more similar. Our goal is to combine
all the values ob, computed at different scalesnto a single measure, which we call the “scaled shape

similarity metric”.

Similarity Comparison in Scale Space
0.04 T T T T T T

0.035 H
003 - Reference Object: sphere
0,025 - X: cube

" oozt

Shape Distance
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0.005 -
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Figure 3: Shape comparison of cube and sphere. The x-axis is the scale variabbnd the y-axis is the shape

distanceD, between the cube and the sphere. Here the sphere is selected as the reference object.

Formally, the scaled shape similarity metfigA,B) between two objec& andB is defined as follows:
do(A B) = g w,D, (A B) ™
aolJQ

In this expressionQ is the set of scales w, is the weight at scale; Dp"(A,B) is the shape similarity

metric defined in (2) witlo indicating the comparison is done at seale

In previous sections, we have discussed how to sglegtvhich defines the range of values tbahay

take and how to compufepo(A,B). There remains one parametgywhich needs to be determined.

The purpose ofvg is to give more weight to coarse representations of the object si,{AgB) com-
pares objects based on their overall shapes rather than on detailed surface features. Therefore, the more
smoothing is done, the largey should be. We set,; to be the average number of vertices which are

within o mesh distances from any arbitrary vengegn a sphere.

Intuitively, w,; is the area of the sphere that is used in the computation of the smoothed discrete curva-
ture values. For instance, given a sphere with 980 vertigess computed with respect to different

scale factoo and listed in Table 2.



Table 2: Weights for Different Scale Factors.

o Wo
0 1.00
0.5 9.89
1.00 30.31

2.00 103.00

4.00 347.39

9.00 943.91

The scaled shape similarity metdg has the same properties as that of shape similarity nigthe-

causelg is a linear combination @, In particulardg is symmetric and satisfies the triangle inequal-

ity.

Let us illustrate the use of the scaled shape similarity measure for grouping objects into classes using a
simple example containing five synthetic objects: cube, tetrahedron, octahedron, octahedron with one

indentation (referred as octahedronl) and octahedron with two indentations (referred as octahedron?2).

Figure 4 shows the mesh models and the corresponding spherical shape representations.

In order to do shape comparison at multiple scales, the modified smoothing algorithm is applied to those

five objects. Figure 5 shows the distance of each object to the octahedron as a function of scale.

Figure 4: Meshes and their corresponding shape representations. (a) cube; (b) tetrahedron; (c) octahedron;
(d) octahedronl; (e) octahedron2.
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Figure 5: Shape comparison of cube, tetrahedron, octahedronl and octahedron2 with respect to
octahedron.
The scaled shape similarity metric for each of the four objects is shown in Table 3. This example shows
that the scaled shape similarity metric classified octahedronl and octahedron2 into one group,

octahedronl/octahedron?2.

Table 3: Scaled Shape Similarity Values of Four Objects

Objects cube| tetra octal oct3g2

dgo(x, octa) 6.13 | 9.15| 131 2.27

After classification, a prototype object is generated for each class so that, when compared with an object

in a scene, the prototypes are used first to determine to which class the scene object belongs.

A natural approach is to take the spherical representations of all the objects in a given a class and to
compute the average of the discrete curvature values at each node among all the objects. The resulting
spherical distribution does not correspond to a physical object; rather it is the shape distribution of the

“average” object of the class.

Given the average shape distribution, a 3-D surface of a new object can be constructed using the inverse
mapping algorithm of Figure 15. The resulting average object is the prototype for the class. Note that
most of the algorithms operate directly on the spherical distribution, so that the reconstruction of the

prototype surface mesh is not always necessary.

Figure 6 shows the prototype obtained for the class octahedronl/octahedron2. The meshes of

octahedronl and octahedron2 are also shown for comparison.
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Figure 6: Prototype object for the class octahedronl/octahedron?2 reconstructed by inversely mapping the
averaged spherical representations to the surface mesh.

5 Classification Example

The classification algorithm was tested using the three objects shown in Figure 7.

(@) (b) (©

Figure 7: Objects in library. (a) objectl; (b) object2; (c) object3.
First, mesh models of the above objects are built by running the deformable surface program. Each of
the three meshes has 980 vertices. After the mesh models are obtained, the corresponding shape repre-

sentation of each object is constructed (Figure 8).

Next, in order to do shape comparison at multiple scales, the above shape representations are smoothed.

Figure 9 shows the smoothing results and the corresponding reconstructed meshes of object3.

At the third step, shape comparison is done at multiple scales between pairs of objects. In this example,

object2 is selected as the reference object. The comparison result is show in Figure 10.

Figure 10 shows that if object3 and objectl are compared with object2 without any smoothing, then
objectlis more similar to object2 as opposed to our intuition, which is that object3 is more similar to
object2. However, this is not totally surprising because, at that level of detail, object3 and object2 are
sufficiently different in shape. In addition, the noise in the data is fully reflected in the model, particu-
larly at the high curvature points which contribute the most to the matching, thus generating the wrong

value for the similarity.

By contrast, the correct decision is made by using the scaled shape sithijatygre precisely, using

the values oiv, listed in Table 2, the scaled similarity values are:
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21.89

15.89,dg(objectlobject)=

do(object3object?

Based on those values, object2 and object3 are correctly grouped in the same class. After classification,

a prototype object is computed for the object2-object3 class. Figure 11 shows the result.

)

c

(

)

b

(

(@)

Figure 8: Mesh models and their corresponding shape representations. (a) objectl; (b) object2; (c) object3.

(b)

@

Figure 9: Object3: smoothed shape representations and the corresponding reconstructed mesheso£8)5;

=5.0.

(b) 0=2.0; (c) &
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Figure 10: Distance to object2 as a function of scale.
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Figure 11: Shape representation and reconstructed mesh model for the object2-object3 class.
Using the example shown in Figure 10:, we can also verify our earlier claim that thewygagintectly
reflects the desired contribution of different scales. Figure 12 shows the percentage of each weighted

shape similarity value in the final scaled shape similarity metric:

o
wWyDp

p, = ———.
‘ gwng
o0Q

From Figure 12, we can see that the shape similarity valwreOatioes not contribute muchdg. This

(8)

solves the classification confusion we discussed previously (objectl is more like object2). Nor do the
similarity values at larges, e.g.o=5 , contribute much. This is reasonable because when shapes are
smoothed too much, they all become similar, thus making classification difficult. The scales which con-
tribute most are within the range b¢o<4 . At those scales, the details of the shape are smoothed off

effectively, while the important characteristics of the shape are preserved.
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Figure 12: Percentage of shape similarity value at each scale in the scaled shape similarity metric.
This example illustrates the importance of doing classification at multiple scales: When classifying ob-
jects, the objects belonging to the same class are not expected to be of identical shape. It is the similarity
of their “rough” shapes that is more important for classification. By smoothing their shape representa-
tions at different scales, the different details are smoothed off and the “rough” shapes of those objects

become dominant in shape comparison.

6 Recognition

At recognition time, a scene description is first matched to the prototypes to determine the most likely

class, and then matched with the objects of the best class for final identification.

Figure 13(a) shows a scene which contains object2. The corresponding range data was taken using a
different setup from the one that was used for building the object2 model. A mesh model of the partially
viewed object2 in the scene is built (Figure 13(b)) and the corresponding shape representation is also
obtained (Figure 13(c)). The shape representation of object2 in the scene is then compared to the shape
representations of the two classes. The following matching errors are obtained using the shape similar-

ity Dp:
€object2-object30-0953 Eopject=0.0991

Therefore, as we expected, object2 in the scene falls into the object2-object3 class. The prototype for

the object2-object3 is the object shown in Figure 11.

Next intra-class recognition needs to be performed in order to determine whether object2 in the scene
is actually object2 or object3. The matching errors are shown below, which indicates that the object in

the scene is recognized as object2.

€objectz=0-0851 Eypject3™0.0987
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At the final step, the transformation between object2 in the scene and object?2 in the library is computed

for verification. Figure 14 shows the mesh of object2 in the scene overlapped on the mesh of the model.

(@) (©)

Figure 13: (a) Scene; (b) Mesh; (c) Shape representation.

Figure 14: Overlapped scene and model after transformation.

7 Conclusion

We have proposed an algorithm for 3-D object classification. This algorithm mainly consists of three
stages. The first stage is the application of our modified smoothing algorithm to spherical shape repre-
sentations. The advantages of this smoothing algorithm are that smoothing is done in curvature space,
thus causing no shrinkage on the mesh in 3-D space; and that, in the scenario of object classification, it
saves the computation of smoothing the mesh in 3-D space and obtaining the shape representation from

the smoothed mesh.

The second stage of the classification algorithm is the computation of the scaled shape similarity metric.
This metric effectively captures the overall shape of an object without being disturbed by shape details,

thus making classification robust. The other advantage of this metric is its ease of computation.

The third stage of the classification algorithm is the generation of a prototype object for each class. This
is done by using an inverse mapping technique for reconstructing a 3-D shape from its representation.

The proposed classification algorithm has been tested using both synthetic and real data.

The preliminary results show the effectiveness of the approach on examples with two classes. Addition-
al work is needed to extend the approach to a general classification technique for any arbitrary number

of classes.
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In the current implementation, the classification is performed by comparing the objects in the library to

a single reference shape. A better approach would be to compare all pairs of objects in the library and
to group pairs based on the scaled shape similarity metric. Another improvement is the automatic se-
lection of the scaled shape similarity threshold which is used to decide whether an object falls into the

reference object’s class.
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